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PREFACE

The work carried out by the Advanced Technology and Systems Analysis
Section of the Radar Systems Office at Motorola's Government Electronics
Division under contract to RADC/OCTS is presented in a total of six separate
technical memoranda written at various stages of the effort.

Although to a large extent these memoranda are self-sufficient, the
interested reader may be advised to go through Project Memorandum 8512-06,
an overview of the whole effort, before proceeding with the remaining in
numerical sequence. As such, if presented in a single volume, the memoranda
will be arranged as listed below:

I. BCR Adaptive Processing - An Overview -

Project Memorandum 8512-06
March 31, 1981

II. Definition of Mathematical Model
Project Memorandum 8512-01
March 29, 1980

III. Signal Generation Program
Project Memorandum 8512-02
July 20, 1980

IV. Batch Adaptive Processing and the BCR Process
Project Memorandum 8512-03
December 15, 1980

V. Computer Simulation of BCR Adaptive Process
Project Memorandum 8512-04
March 15, 1981

VI. BCR Adaptive Processing Implementation and Its
Performance Evaluation Via Computer Emulation
Project Memorandum 8512-05
March 26, 1981
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1.0 INTRODUCTION

In the midst of a strong interference environment, radar and
communications equipment could degrade in performance to the point where
their intended operation may be rendered practically ineffective. To
insure operational survival, future systems must incorporate appropriate
interference suppression measures. Adaptive array processing provides a
means for suppressing directionally distinct interferences by creating
nulls in these directions through a weight adjustment of at least as many
antenna elements of a receiving antenna array.

Although cost-effective analog implementation of gradient-type control
have been realized, the attention has turned increasingly towards more
sophisticated techniques capable of more rapid convergence rates. The
increased sophistication of such techniques dictates the need for processing
flexibility which may be met most easily by a digital mechanization.

The effort conducted addresses the essential aspects of Batch Covariance
Relaxation (BCR) adaptive processing applied to a digital adaptive array
processing. In contrast to dynamic algorithms, a batch approach, such as
BCR, circumvents the effects of signal dynamics on nulling performance by
operating on a single signal batch at one time, thereby diminishing the
requirement for fast-convergence.

BCR adaptive processing constitutes an architecturally more efficient
alternative to Sample Matrix Inversion. Based on the conjugate gradients
algorithm, BCR solves a linear system of equations by means of a finite-step
relaxation procedure without the requirement that the inverse of the matrix
involved exist. More importantly, its iterative nature lends itself to an
architecturally efficient implementation which is particularly suitable to
large-scale applications.

The main purpose of the present memorandum is to provide a brief
overview of the work accomplished under RADC Contract F30602-80-C-0031.
Presented first is a statement of the problem which provided the vehicle
for investigating the performance of BCR adaptive processing. Following
this, the specific objective, approach and accomplishments are reviewed
with reference to the five project memoranda generated at various stages
of the effort. Finally, recommendations are given for relatev fiti-ure work.

; I-i
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2.0 STATEMENT OF THE PROBLEM

The problem chosen to evaluate BCR adaptive processing relates to the
adaptive weight adjustment of a sidelobe nulling subsystem. More specifically,
this subsystem involves a main Taylor-weighted large aperture antenna array
of 255 omnidirectional elements. Its field pattern is shown in Figure 2-1.
In order to suppress undesired sidelobe interference,

-11
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Figure 2-1. Field Pattern of Main Antenna Array

it is assumed that the main antenna may b2 combined with a number of weight-
adjustable omnidirectional auxiliaries located sparsely over the available
aperture. It is the purpose of the BCR processor to derive the auxiliary
weights adaptively.

The essence of the BCR processor may be described briefly, as follows.
Let

1-2
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{s (m))M  = M-sample main complex baseband scalar0 m 1 signal batch

{s(m)} M  = M-sample auxiliary complex baseband N-vector
m~l signal batch

Then, letting w represent the complex weight N-vector applied over the N
auxiliaries, the combined complex scalar signal batch is given by

{s (m)}m = {sT(M)w + s (m) M

ml - o m1(2-1)-~l - - 0 m=l

If the signals involved constitute primarily undesired interference, then
an appropriate criterion for the underlying adaptive array process is the
minimization of the combined power in a given batch with respect to the
weight vector w. In view of (2-1), the combined power is defined by

NP c(w) ;_ is= Ic(M)12= (2-2)

clearly, a quadratic function of w. Geometrically, Pc(w) represents a
hyperparaboloid in (2N+l)-space having a unique minimum value for at least
one value of w. We seek a weight-vector w that minimizes Pc(w). The
desire. -olution satisfies the necessary condition that the complex gradient
of Pc(w) with respect to w be zero; that is, a value of w which minimizes
P c(w) satisfies

V P (w) = 0 (2-3)

With (2-1) and (2-2) at hand, it may be shown that condition (2-3) leads to
the complex linear system

Cw + b = 0 (2-4)

where C is the NxN complex Hermitian covariance matrix of the auxiliary
signal vector s computed over a given batch; i.e.,

1-3
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C s(m)s (m) (2-5)
m= 1

and b is the complex cross-correlation N-vector over the same batch,
give-n by

M

= s(m)s 0 (m) (2-6)

m=l

Hence, the adaptive array process has been reduced to solving (2-4) for
w. Formally, the solution is given by

WO = -C-Ib (2-7)

often referred to as the Sample Matrix Inversion (SMI) solution. Of course,
in using (2-7), the inverse, C-1, is assumed to exist. In contrast, the CG
algorithm employed in the BCR approach is a numerically robust iterative
procedure which begins with an initial estimate w0 and produces the desired
solution to (2-4) in a finite number of steps which does not exceed the rank
of the matrix C. At each step, the current estimate, wk, is updated to an
improved estimate, wkll wk - ckPk, by optimally relaxing Pc(w) along the
search vector k. The process terminates when the gradient, rIT+l = Cwk+l + b,
is sufficiently small in length with respect to the forcing vector b. When
the initial estimate w0 is taken to be 0, the final weight estimate-is the
so-called minimum-norm solution, the solution w closest to the origin.

As the weight-vector solution is derived for each batch of signals, it
is applied to the same batch and thus forms the corresponding combined signal
batch. Since signals are practically frozen within the batch and essentially
isolated from neighboring batches, signal dynamics present no particular
difficulty to a BCR processor. As such, the convergence-rate requirements
of dynamic algorithms is not strictly applicable in batch processing.

1-4



3.0 OVERVIEW OF INVESTIGATION

The BCR Adaptive Processing study conducted over the previous several
months has been documented in great detail in five separate technical
memoranda written in the course of the investigation. Reviewed below is
the overall objective, general approach and accomplishments of the effort.

3.1 Objective

The essential objective of the study was to introduce the concept of
BCR adaptive processing not only in a mathematically appealing but also
in a tangible and practical way. As such, the BCR process was to
be formulated in the context of the specific adaptive nulling subsystem
discussed in the previous section.

3.2 Approach

A multistaged approach was adopted for accomplishing the stated
objective. The important elements constituting the basic approach are as
follows:

1. Definition of a physically-credible mathematical model of the scenario
and system description.

2. Preparation of a modular signal generation computer simulation program
incorporating the mathematical model. Main and auxiliary signals could
thus be generated for a variety of scenario and system parameter
specifications.

3. Mathematical background and formulation of the BCR adaptive process.
Pertinent supporting mathematical theory of the CG algorithm and its
possible variations could thus be understood from first principles.

4. Preparation of modular BCR simulation program to use signal generation
data and provide a detailed numerical summary of the BCR process
including nulling performance.

5. Preparation of modular BCR performance and plotting program to afford
the user the visualization of certain performance observables.

6. Discussion of a BCR processor implementation and its performance
evaluation via precise computer emulation, an exact model of the
hardware mechanization.

3.3 Accomplishments

Following the approach outlined above, the investigation resulted in
a number of important accomplishments, such as the following:

1-5

H., , I



1. A mathematical model describing the important physical aspects of the
scenaiio and pertinent parameters of the adaptive array system was
defined. The detailed mathematical development was reported in Project
Memorandum 8512-01. One of the most important contributions of this
particular work was the' derivation of the equivalent baseband transfer
function of the antenna system which describes the transformation of the
complex envelope of a given source from incidence on the array, through
the receiver and all the way down to baseband. As such, each incident
source is viewed as passing through a distinct channel determined by
its angle of arrival and the receiver's final If filter. The received
baseband signal at a given port is simply a linear superposition of
individual source envelope signals transmitted through their associated
equivalent baseband channels.

2. The scenario and system description defined in PM 8512-01 was incorporated
into a disc file in the form of a clearly descriptive menu from which
the user may specify pertinent parameters. Included among these parameters
are choices of percent IF and RF bandwidths, specification of IF filter
in terms of its low-pass prototype pole locations, the number of incident
sources, their associated amplitudes and angles of arrival, specification
of main antenna array, locations of auxiliary antenna elements, etc.
This input data file has been referred to as SIGGEN:D.

Project Memorandum 6512-02 introduces a "library-based" modular signal
generation program, SIGGEN, which uses the system description specified
via SIGGEN:D to produce sampled main and auxiliary baseband port signals
in a separate output file, SIGGEN:O.

3. A complete mathematical development of the BCR process was reported in
Project Memorandum 8512-03. Included there is the batch processing
concept, the detailed derivation of the CG algorithm and several
numerical examples illustrating its numerical characteristics. Presented
also is a new constrained formulation of the CG algorithm which may be
applicable not only to fully adaptive array systems but also to partially
adaptive ones.

4. Project Memorandum 8512-04 was devoted to the evaluation of the BCR
process via computer simulation. It includes a detailed description of
a refined version of the signal generation program, SIGGEN, a BCR
simulation program, BCRS, and a BCR performance evaluation and plotting
program, BCRP. All three of these program are modular in construction
and share modules from a common libarary, RADAR:LIB.

An extensive explanation as to how to use these programs is given. It
is shown how the output of each is used as part of the input for the
next program. As such, SIGGEN:O is used to construct BCRS:D, the input
data file to BCRS. In turn, its output file, BCRS:O, is used to
construct BCRP:D, the input data file to BCRP.

As mentioned before, SIGGEN:O includes sampled main and auxiliary
complex baseband signals. Output file BCRS:O includes the convergence
or relaxation characteristics in terms of gradient metric and combined

1-6



power reduction at each iteration, as well as the associated evolution
of adaptive weight iterates. Also computed is the combined-port signal
along with the achieved nulling performance.

Although an output file BCRP:O is created, it is most interesting in
graphical form. The TEKTRONIX graphical output provided by BCRP
includes a graph of main and combined signal amplitudes, source-related
channel amplitude responses before and after adaptation, field-patterns
at the vicinity of source-angles of arrival before and after adaptation
and, finally, mainbeam pattern before and after adaptation.

Results from a large number of examples are presented graphically.
Included among these examples are cases involving scenarios with
continuous, blinking, wideband, multiplath equal and unequal power
sources. System configurations with singly or multiply-tapped ports
are also considered.

5. A practical TTL implementation of a BCR processor has been included in
Project Memorandum 8512-05. Although the design given applies specifi-
cally to a L-port system, the general approach applies to other
dimensionalities.

A modular computer emulation program, BCRM, incorporating the exact
hardware design is also included. Using an input data file, BCRM:D,
which includes SIGGEN:O, BCRM carries out the detailed adaptive fixed-
point arithmetic employed by the hardware implementation. The entire
arithmetic activity of the BCR processor is written into an output file
BCRM:O. Three examples demonstrate the effectiveness of the implementa-
tion.

6. Probably, the most important accomplishment of the BCR adaptive
processing study is the library of software modules and the four major
programs made of these library modules. With these at hand, the user
may examine the performance of the BCR processor for any number of
examples other than the ones presented. Following the convention of the
library approach, the user may add to the sophistication of the software
already developed.

For purposes of easy reference, the next few pages contain a complete
catalog of the modular library, RADAR:LIB. Listed there are source
module names and special JCL programs indicating authors, date of
origin and revision.

1-7
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4.0 RECOMMENDATIONS

Based on the results of the present study, there are two possible
avenues for future productive work involving BCR adaptive processing. A
software effort may be defined to increase the capability of the modular
library in order to address adaptive performance in more realistic
scenarios and operational system configurations. A companion effort must
address increasingly more sophisticated, efficient and flexible architectures
of BCR adaptive processors.

The modular library already developed is amenable to a systematic
improvement and growth. As such, realistic scenarios involving desired
signals, interfering sources and ambient noise may be incorporated via
modifications to existing modules or creation of new such modules. The
constrained BCR formulation, which may be applicable in certain operational
situations, must be accommodated in the existing BCRSIM module. The
resulting module may now be applicable to solving both unconstrained and
constrained minimum mean square problems which arise in radar signal
processing. Besides adaptive nulling, applications such as adaptive clutter
cancelling, spectrum estimation and spatial or temporal adaptive filtering
come to mind.

Since BCR adaptive processing has a wide applicability, it makes sense
to exploit promising architectural options that further take advantage of
its underlying algorithmic structure and lead to cost-effective, technically
reliable and flexible implementations. For example, a serialized BCR
processor design involving a single complex multiplier/adder combination
would lend itself to a variable dimensionality application. Implied here,
of course, is the need for appropriately flexible timing, control and storage
architectures and certainly programmability. Finally, future BCR implementa-
tions should tend toward distributed, self-diagnosing and fault-tolerant
processing architectures with the aim of enhancing computational capability
and operational survivability.
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1.0 INTRODUCTION

Consider a surveillance radar adaptive array system employing a large-
aperture narrow-beam low-sidelobe main linear antenna array in an adjustable
weighted combination with a number of omnidirectional auxiliary antenna ele-
ments with the aim of suppressing sidelobe interference. A credible evalua-
tion of the dynamic performance of such an adaptive system cannot be conducted
unless the analysis employs a sufficiently faithful mathematical model that
describes the pertinent physical phenomena involved.

Given an arbitrary signal arriving from a certain azimuth direction, a
reliable mathematical model must describe the received form of the signal at
each antenna port incorporating the dependence on bandwidth. Beyond this
point, the main and auxiliary signals must be down-converted to some conve-
nient intermediate frequency (IF) and band-limited there by appropriate
filtering. Expected mismatch and misalignment between the different IF
filters must be included in the model, thus reflecting the description of the
received signals up to that stage.

In order to analyze the performance of subsequent digital processing,
which is usually accomplished at baseband, the mathematical model must de-
scribe the signals down to baseband, taking into account any baseband filter
mismatch if it is deemed significant. In effect, the signal at each receiver
baseband port constitutes the complex envelope of the original signal at the
source transmitted through an equivalent "channel" that incorporates the
antenna and receiver characteristics already mentioned.

An equivalent channel may be defined for each combination of source and
receiver. Clearly, the cancellation performance of a baseband adaptive array
process will depend directly on the quality of match between these channels.
The discussion that follows develops the mathematical model that describes the
general channel and defines the received baseband signal. Specific considera-
tions are given to receiver mismatch, wideband operation, and the multipath
phenomenon.

II-P
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2.0 MATHEMATICAL MODEL

The specific aim in this section is to d-fine the mathematical model that
describes the propagation of an arbitrary signal from its source through an
arbitrary linear a: tenna array, through its accompanying receiver down to base-
band. To begin with, an appropriate iideband signal is first defined. Subse-
quently, a linear antenna array configuration is defined appropriate for adap-
tive array processing. Finally, the equivalent baseband channel description is
developed in a clear step-by-step process constituting the "transfer function"
from the complex en-elope of the source signal to the complex envelope that
comprises the desired baseband signal. The actual representation of the baze-
band signal then follows.

2.1 Transmitted Signal

At its source, a given transmitted signal may be defined by the general
expression

x(t) = P(t) cos [2rft + 1(t) + $0] (2-i)

where P(t) is a noise-like amplitude-modulation waveform, $ (t) is an arbitrir;
phase modulation and %0 is a fixed arbitrary initial phase.

For the purpose of analyzing the performance of an adaptive array system,
it is not strictly necessary that x(t) be of the complexity (2-1). It would
suffice, for example, to define an appropriate transmitted signal by

x(t) = P(t) cos 2i f it (2-2)

where P(t) is chosen to be a biphase noiselike sequence with a chip-rate high
enough to yield a nearly uniform line spectrum over the band of interest about
fl. It is important to note that intrinsic channel characteristics associated
with this band will come into play and imprint their effect upon the ultimate
signal at the receiver's baseband. Since phase modulation does not add any
further observability of channel characteristics, its use is only academic.
Finally, the initial fixed phase 40 may be taken to be zero without loss of
generality, except perhaps in the most degenerate of cases in which received
baseband signals might be strictly real or imaginary thus occupying only one of
the quadrature channels. It is not expected that this situation will be of
concern in the sequel.

In view of the above argument and considering the relative simplicity in
the subsequent analysis and computer simulation, the transmitted signal will
be assumed to be of form (2-2). It should be noted, however, that a phdse
shift will be induced at the antenna upon reception of (2-2).

11-2

ew M .



2.2 Antenna Configuration

An antenna configuration appropriate for adaptive radar processing is
one involvirg a multielement main linear array in combination with a number
of omnidirectional auxiliary elements.

2.2.1 Main Linear Array

More specifically, the main linear array will be assumed to be comprised
of at least 250 equally-spaced omnidirectional elements weighted according to
a Taylor window and phased broadside. For convenience, the 25 dB Taylor window
[1 to be used will be approximated by a simpler expression that defines the
£-th weight by

a(t) = 1.0 t 0.5 cos 21r(9-(L+1)/2) (2-3)
L

where t ( [1,L], L is the total number of elements comprising the linear array.

Although the distance between elements is ususally taken to be equal to
the half-wavelength of the center frequency of operation f0  it is an easy
matter to choose the element separation to be some fraction of _ , namely,

2

d = d0-A-  (2-4)
0 2

where, typically, do f 1. This flexibility is needed in analyzing system
performance over a large operating frequency range.

It should also be noted that even though the uniform-spacing assumption
may be restrictive from thepoint of view of analyzing the practical beamform-
ing capability of the linear array, it poses no such restriction in the inves-
tigation of its performance in an adaptive array system as envisioned here.

2.2.2 Auxiliary Elements

The weight-adjustable auxiliary antenna elements will be assumed to be
omnidirectional, although, in general, they may be chosen to have a more
complex field pattern. However, more important than this is the fact that
the auxiliary elements need to be randomly emplaced over the entire aperture

of the main array if they are to be effective in the adaptive process.
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In choosing a particular emplacement of auxiliary elements over the
aperture of the main array, two important issues are involved. First, the
need for spatial resolution, that is at least equivalent to that of the main
array, dictates that the available auxiliaries span the main antenna aperture.
Second, in view of the relatively small number of auxiliaries and their con-
sequent large physical separations (>> X0) over the main antenna aperture,
the emplacement of the auxiliaries must be sufficiently random in order to
circumvent undesirable blind regions.

Referring to geometries of poor cancellation, the blind region phenomenon
is most pronounced when the auxiliary elements form a uniformly spaced thinned
array. Most commonly explained as the grating lobe effect, this undesirable
feature is a manifestation of spatial aliasing. A remedy for minimizing spatial
aliasing is random spatial sampling, which results in improved performance of
the underlying adaptive array process. The validity of random spatial sampling
(random emplacement of auxiliary elements) in dedling with the aliasing problem
is supported by a considerable amount of investigation in the area of random
array theory [2] and, specifically, with the synthesis of directive low-sidelobe
random thinned arrays [3], [4].

Recent investigations at Motorola Government Electronics Division have
addressed the blind region problem in connection with sidelobe cancelling [51.
A linear dependence hardware test provided direct verification that the blind
regions are due to the aliasing structure of the auxiliary subarray.t Based on
further measurements, it was concluded that it may not be possible to completely
eliminate blind regions in adaptive arrays, even with random emplacement of
auxiliaries. It may be that the ultimate way around this problem is the us <
an excess of degrees of freedom, namely, more auxiliary elements than strictly
necessary.

2.3 Equivalent Baseband Channel

Given a source signal of the form (2-2) incident onto a uniform linear
array attached to a given receiver, the resulting baseband signal happens to
be the complex envelope output of a properly defined baseband channel whose
input, in general, is the complex envelope of the original signal at the source.
Of course, in view of (2-2), the input complex envelope is strictly real.
Following a discussion of a complex bandpass signal representation, two forms
of the so-called equivalent baseband channel are derived, a general form and a
simpler alternate one.

t An experiment conducted by D. Fraser and S. M, Daniel at Motorola's Govern-

ment Electronics Division, Scottsdale, Arizona, in 1977 predicted the exis-

tence and precise location of blind regions of an adaptive array system by

exercising only the auxiliary subarray.
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2.3.1 Complex Signal Representation

Before attempting to characterize the equivalent baseband channel, it is
necessary to introduce the notion if complex envelope. To begin with, consider
the general bandpass signal

x(t) = P(t) cos (27rflt + 4) (2-5)

where P(t) is a lowpass pseudonoise function whose bandwidth is a sufficiently
small fraction of the carrier frequency f0, [6] and 0 is an arbitrary fixed
phase induced by a receiving antenna. Since x(t) may be written as

x(t)= PN) [j(2rfit + 4) e-3(2TfIt + 0

2- 1
=-- P(t)ej 2 rf t + e- P(t)e -3 2 f lt  (2-6)

2 2

Letting P(f) = 3{P(t)}, the Fourier Transform of x(t) is given by

X(f) - P(f-f + P(f+f ) (2-7)
2 1 21

clearly, a conjugate symmetric function about the origin, f=O. Figure 2-1
shows the corresponding amplitude spectrum, IX(f)J, indicating positive and
negative-frequency portions by X+(f) and X-(f), respectively.

IX(f)I

Ix-(m) Ix+(f)l

0 f1  f

Figure 2-1. Symmetric Amplitude Spectrum of Real Bandpass Signal x(t).
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Consider now the downconversion of x(t) to baseband by mixing it with
cos 27ft and its quadrature, -sin 27f t, followed by ideal lowpass filtering
to reject the 2f, components. Figure 2-2 depicts this downconversion process
applied to x(t) and resulting to the inphase and quadrature components, I and
Q, which comprise the complex baseband signal

C(t) = P(t)e
j $  (2-8)

In view of (2-7), the Fourier Transform of (2-8)

Z(f) = ei P(f) (2-9)

is, clearly, twice the positive-frequency half of the bandpass complex spectrum
of x(t), X+(f), translated toward the origin by a displacement of f,. Its
amplitude spectrum, JZ(f)(, is shown in Figure 2-3.

Iz(f)l

0 f

Figure 2-3. Amplitude Spectrum of Complex Baseband Signal (t)

The complex baseband signal,C(t), is also known as the complex envelope

of the bandpass signal x(t). Given an arbitrary bandpass signal x(t), its
complex envelope may be determined in a way analogous to the above example.

In general, the desired complex envelope is the inverse Fourier transfolr:.
of twice the positive frequency half of the complex spectrum of x(t), X+(f),
translated toward the origin by an amount equal to the oscillator frequen- v
f which may not necessarily be equal to fl, As such, in view of (2-6) and
0!-7), the determination of the complex envelope is facilitated by dealing
directly with the complex representation of x(t); namely,

z(t) P(t)e]( 2rf t + (2-10)
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whose Fourier transform is exactly

Z(f) = 2X+(f) = e]$P(f-f 1 )  (2-11)

Then, the spectrum of the complex envelope associated with a downconversion
of f0 is given by

Z(f) = 2X+(f+f 0 ) = ejoP(f+f 0-f 1 (2-12)

and the complex envelope by

C(t) = P(t)ej e 2(f-f0  
(2-1)

a simple frequency translation of (2-9), asi expected. Figure 2-4 summarizes
the relationship between x(t), z(t) and ;(t), in terms of their respective ampli-
tude spectra.

It should be noted here that the complex signal, z(t), is sometimes referred
to as the complex pre-envelope of x(t). Clearly, x(t) happens to be the real
part of z(t); that is,

x(t) = Re{z(t)) (2-14)

It is also noteworthy that a phase shift of P on x(t) may also be written as

x(t) = Ree joz(t) (2-15)

involving the complex multiplication of z(t) by e j  Equivalently, by (2-10)
and (2-13)

x(t) = Rej (tOe j27f~t1 (2-16)

and

x(t) = Rek (t)eJOeJ2 f0tI 
(2-17)

which implies that the phaseshift 0 may be effected at baseband, involving,
again, complex multiplication. Obviously, the phaseshifted complex envelope
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Ix(f)l

x(t) P(t) cos (2nf t+O) X(f) . ejoP(f+fO) + e-J P(f-f 0 )

-2Tl 0 2

z(t) =P(t)ej(27rft+4) Z(f) e eJP(f-f )

o ff f

IZ(f)l

z(t) = P(t)e j  Z(f) e' P(f+f 0 -fj)

o

IZf~

Figure 2-4. Relationships between amplitude spectra of x(t), z(t), and C(t),
the bandpass signal, the complex pre-envelope and the complex

envelope, respectively. lote that the baseband downconversion

shift is f0  fl.
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is given by

(t) e (t) (2-1P)

It should be emphasized at this point that although (2-8) seems to be an
intuitively appealing and logical expression for the complex envelope of x(t),
in general, f is not known or is not even meaningful. Typically, the bandpass
character of x(t) is established via appropriate filtering and f0 is chosen to
be somewhere at the center of the band. The important criterion for downcunver-
sion is that x(t) be limited within a band that does not exceed 250 , so as to
allow for effective filtering out of the 2f0 spectrum that is produced in the
underlying mixing process. Only then does the notion of complex envelope dis-
cussed above make sense.

2.3.2 General Form

Assuming the source signal (2-2), the general form of the equivalent base-
band channel is derived in three stages; that is, the part from source through
antenna, through the final IF stage, and finally, through to baseband,as Euggested
in Figure 2-5.

2.3.2.1 Source through Antenna

According to the discussion in Section 2.3, the complex pre-envelope of
the source signal (2-2) is given by

z(t) = P(t)e j27Tf it  (2-19)

Given a linear array of uniformly-spaced omnidirectional elements with weighting
{a }L and spacing d given by (2-4), let signal (2-19) be incident onto this
antenna at an angle 6 measured clockwise from broadside. According to the geom-
etry of Figure 2-6, the complex pre-envelope at the antenna terminal is simply

zA(t) E aZP(t+Tj)e]2f fI(t+T k (2-20)

where Tk is the time advance in the received signal at the L-th element with
respect to reference at the origin of the x-y coordinate system in Figure 2-6.
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In view of (2-4), T9 is given by

id sin e
Ti 

c

kd -- sin e
2c

9d0 sin e
-f (2-21)2f0

where, as mentioned previously, dD is a dimensionless quantity less than or
equal to unity.

For simplicity, consider the general Z-th element of the summation in
(2-20); namely,

z (t) = azP(t+Tk)ej21fI(t+t ) (2-22)

Its Fourier transform is given by

z z(f) = a£L P(t*+ 1£)e j27tf (t+.tz) e- j2 nft dt

= azP(ff I)ej 2 1TfT£ (2-23)

which, in.view of the previous discussion, is a positive-sided transform. The
corresponding transform of the complex envelope of (2-22) is simply the transla-
tion of (2-23) by the baseband local oscillator frequency f0 ; that is,

Z£(f) z a9 ej2 (f0+f)T, P(f+f0-f1 ) (2-24)

whence, the complex envelope is
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ap

= F{P(f f -f )1 * 1-{e 
2
Tv(fo+f)T

£P(t)e27j2(f -f )t e j 2 f 0OT 6(t+tk) (2-25)

which, by the sifting property of the 6 -function, reduces to

(t) = a Z ej27f0TZ P(t+T9)e j2Tr(f -f 0)(t+r2,) (2-26)

a simple f. translation of (2-22), as it should be. The significance of (2-25),
however, is that it characterizes the transfer function from the signal source
to the Z-th antenna element of the array in Figure 2-6. Of course, the transfer
function up to the antenna terminal consists of a summation of such
terms over all the antenna elements. As such,

L

CA(t) = P(t)eJ21(f1-f0)t . ae2foT£ 6(t*y2 ) (2-27)

k=i

which suggests the structure of the channel from signal source to antenna
terminal, as shown in Figure 2-7. Indicated there is the augmented transmitted
envelope,

P(t) P(t)e)21T(f l- f o)t (2-28)

presented at the input of the antenna array transfer function

L
E a ej 2r( f 0 +f)TZA(f) = a 2 . e (2-29)

k=1

and resulting in the desired received complex envelope (2-27).
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2.3.2.2 Source through Final IF

Assume that the processing bandwidth of the receiver connected to the
antenna terminal is essentially established by the final IF filter whose trans-
fer function is given by H(f). Then, the Fourier transform of the complex
pre-envelope for the Z-th element may be written as

Zk(f) = akP(f+f0- fI-f)eJ2T(f+fO-fI) H+(f) (2-30)

whence, the Fourier transform of the envelope becomes

ZR(f) = a P(f+f 0 -fI)eJ2(f+fL)T H+ (f+f ) (2-31)

and the actual complex envelope is found, as before, to be

(t) = a 9P(t)eJ 2 e(f-fo)t - 2( f  H+(f+fl)] (2-32)

Figure 2-8 suggests the derivation of the received envelope of the k-th element
carried to the output of a final IF filter, showing amplitude spectrum
of the pre-envelope, IZ(f)I, the positive-frequency IF-filter amplitude response,
IH+(f)I, and, finally, the spectrum magnitude of the received baseband complex
envelope, IZ(f)I.

The received envelope by the entire antenna array at the final IF filter
output is given by summation of (2-32) over the elements of the array; namely,

~IF (t) = P(t)ej2 Tr( f I-fO t E ze 2(f0 )Tkl+f 1 (2-33)

The equivalent baseband channel from signal source through the antenna array
and the final IF filter is shown in Figure 2-9.

2.3.2.3 Source through Baseband

At the last downconversion stage from final IF to baseband, individual
I and Q filters must be used to reject the 2f spectrum that results from the
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Iz(f)l

"---- PRE-ENVELOPE SPECTRUM

TRANSLATED TO ir I
I

\
I . I,

0 fI fl fr 0

IH+(f)l

- POSITIVE-FREQUENCY

IF FILTER

AMPLITUDE RESPONSE

-- - FILTERED PRE-ENVELOPE
SPECTRUM AT IF /

f f

COMPLEX ENVELOPE
SPECTRUM

Figure 2-8. Evolution of Complex Envelope Amplitude Spectrum
from Original Source Signal Pre-Envelope and

Final IF Filter Response.
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underlying mixing process. Because of limited physical tolerances these two
filters may not, in general, be assumed identical and thus should be distin-
guished by transfer functions HI(f) and HQ(f), respectively. Figure 2-10
gives the mathematical model of the general form of the equivalent baseband
channel from signal source to baseband. The received envelope in this case
may be specified by defining the real and imaginary parts separately; that is,

L

Re B(t) = P~ej2Tr(f -f0)t --i aeJ2k(f°+f)TZ H+(f+fi)Hi(fM (2-34.1)
ReC t)=P(t e 4 0 Z=i

Im 4B(t) = P(t)ej2Tr(fi -fO)t - ae j21(f0+f)k H+(ffI)HQ(f)I (2-34.2)

It should be mentioned that although (2-34) characterizes the desired
baseband channel quite generally, it remains possible to further simplify the
expressions by invoking certain reasonable assumptions. The resulting alternate
characterization, although simpler, succeeds in embodying the essential features
of the system that account for the substantial source of relative distortion

between channels.

2.3.3 Alternate Form

It is common practice in receiver design that the final IF filter establish
the operating bandwidth. In downconverting to baseband, the nearly identical
baseband filter transfer functions, HI(f) and HQ(f), need not be as selective
as the IF transfer function, H(f). The function of baseband filtering is to
reject the 2f spectrum resulting from the final stage of mixing in the down-
conversion process. In view of this fact, the equivalent baseband channel
as characterized by (2-34) reduces to the simpler form of (2-33).

Another observation to be made at this stage is that from the point of
view of assessing the performance of adaptive processing, it is not essential
that the spectrum of P(t) be centered about a carrier frequency f, different
from f0. Choosing f1 =f0 , reduces (2-33) to the simpler received envelope ex-
pression

L

B (t) = t) * I i aeJ2w(f°+f)TZ H t f) (2-35)

The associated equivalent baseband channel is considerably simpler, as shown in
Figure 2-11.
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2.4 Received Baseband Signal

The form of the baseband signal to be adapted for subsequent analysis
will bIe (2-35), the simplest expression for the received complex envelope
at baseband. Letting the equivalent baseband channel transfer function be
given 1v

L

C(f) = aRej 2 r(f0+f)Tk H+(f+fi) (2-36)

associated with a complex impulse response c(t), the received complex en-
velope at baseband (2-35) may be rewritten, more explicitly, as

CB(t) = P(t) * c(t)

=f.P(T)c(t-T)dT (2-37)

This last expression suggests the practical means for computing a sequence
of sampled values of the complex envelope (2-37), namely, a discrete convolu-
tion of sampled values of P(t) and a finite M-sample impuse response approxi-
mating c(t); that is,

inin(n,M)

C P(n+l-m)c(m) (2-38)

m~l

Of course, it is understood that these samples must occur at the Nyquist rate,
or, more precisely, at twice the cutoff frequency of the equivalent baseband
channel.
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3.0 SYSTEM CONSIDERATIONS

The operational effectiveness of an adaptive array system depends directly
on a number of physical factors which will tend to establish bounds on its ulti-
mate nulling performance. Whereas a dynamic signal environment will bring about
a performance degradation that can vary considerably according to algorithm,
other pertinent physical factors such as receiver mismatch, operational band-
width, and multipath effects account for performance limits independent of
algorithm.

3.1 Signal Dynamics

Continuous noise interferring sources do not present any particular diffi-
culty to the nulling performance of even the simplest of adaptive algorithms
such as the LMS [7], [8]. However, blinking interferences could conceivably
degrade the performance of adaptive array systems employing even more sophisti-
cated dynamic algorithms [9].

In the present contract, the study of the Batch Covariance Relaxation (BCR)
algorithm [10] is motivated not only by its potentially efficient architectural
implementation but just as importantly, by its batch processing operation, which
accounts for a certain level of immunity to a dynamic signal environment. This
necessary feature of any future adaptive array process will be elaborated further
in a future memorandum intended to describe the essential aspects of the BCR
process.

3.2 Receiver Mismatch

A very fundamental physical limitation on the performance of an adaptive
array system is the relative matching between the main and auxiliary-channel
receivers. Mismatch among receivers is due to filter mismatch at a point of
highest selectivity in the downconversion chain.

Typically, the receiver operating bandwidth is established at the final IF
stage whether or not the process that follows remains at IF or takes place at a
subsequent baseband stage. In this situation, the final IF filter mismatch is
due to two design inaccuracies; that is, center-frequency alignment and percent-
bandwidth deviation. At baseband, the I and Q lowpass filters need only reject
the 2f1 spectrum and hence may be wideband compared to the IF, thereby not adding
appreciably to the overall mismatch.

Alternatively, it may make sense to consider establishing the receiver
operating bandwidth at baseband by sufficiently narrow separate I and Q lowpass

filters whose transfer functions, HI(f) and HQ(f), may deviate in percent-bandwidth.

As already discussed, receiver mismatch may be attributed to deviations in
both IF and baseband filter characteristics. For the purposes of the present
investigation, consideration will be limited to mismatch that is entirely due to
final IF filter deviations, consistent with the typical receiver implementation.
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3.3 Wideband Operation

In developing the expression for the transfer function of the equivalent
baseband channel in Section 2.0, the corresponding linear array transfer function
has been shown to be

L

A(f) =£ aej21T(f0+f)Tz (31)

£=l

where {aj}£ 1 is the antenna weighting sequence and T£ is the negative time
delay at the R-th element relative to the origin. For a uniform element spacing,
the use of (2-21) simplifies (3-1) to

L t£ d o sin e ( + f )

A(f) a~e T (3-2)

Z=l

where e is the angle of arrival measured from broadside.

For 0 u 0, A(f) exhibits nearly constant amplitude and linear phase charac-
teristics over a wide variation of f about f . However, with increasing aper-
ture (Large L), bandwidth (large f) and , A~f) will exhibit an increasing mea-
sure of amplitude and phase distortion. This trend is manifested by an increased
sensitivity in the sidelobe structure of the radiation pattern. More specifically,
at a sufficiently large angle e, a pattern null at some frequency f will not
remain such over the operating bandwidth. As a consequence, the transfer function
over the band of interest could exhibit a stopband as indicated in Figure 3-1.

The difficulty of cancelling a single interference arriving at a far sidelobe
of the large main array by combining with it a singly-weighted omnidirectional
auxiliary is clearly seen. In the latter case, the antenna transfer function
will exhibit nearly constant amplitude and linear phase over the bandwidth B.
The two transfer functions will simply not match with the single degree of free-
dom provided by one complex auxiliary weight.

3.3.1 Tapped Delayline Option

Achieving a so-called "wideband null" is synonymous to matching the auxil-
iary channel to the main one. This may be accomplished by using multiple aux-
iliary taps in the form of a tapped delayline. The number of taps to be used
depends directly on the complexity of the main channel response. On the other,
hand, the time-spread of the taps need not exceed the maximum time delay ex-
pected over the main antenna aperture.
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The general problem of matching one channel with another by means of a
tapped delayline has been addressed previously in a specific application to
equalization [10]. Although the present situation is no different, some care
must be exercised that the tap weight adjustment does not deteriorate the
quality of the established main beam. Of course, depending on the antenna
scheme and adaptive algorithm employed, this concern may or may not be signi-
ficant. In a fully-adaptive antenna scheme the tap weights must be constrained
to maintain a desired beam and low sidelobes while simultaneously suppressing
interferences. In a sparsely adaptive antenna arrangement that is being
considered presently, the tap weights need to be constrained so as to maintain
the integrity of the main beam, something that is most crucial when using a
dynamic algorithm and less so when using a batch algorithm.

3.3.2 Single Tap Option

The effect of a delayline tap-weighting may be accomplished equivalently
by using a sufficiently large number of singly-tapped auxiliaries. Of course,
this approach may be undesirable because of the fact that it would mean a
large increase in the number of receivers used. On the other hand, spread
randomly over the aperture, the singly-weighted auxiliaries could conceivably
act in a more optimal way to simultaneously provide channel matching and inter-
ference suppression. Although this alternative may not apply to a space-fed
antenna structure, it does apply to a corporate-fed one that is presently being
considered.

3.4 Multipath Phenomenon

The mathematical model developed in Section 2.0 is valid when considering
an antenna array by itself and ignoring mutual coupling between elements.
While it is recognized that interelement coupling will tend to limit the
achievement of the desired main array pattern, or hamper adaptive beamforming
there is no such concern in the partially adaptive array system considered here.

A phenomenon of much greater concern which could severely limit nulling
performance is multipath. In a practical deployment of any antenna system,
nearby supporting structures and other scattering bodies within a wide field
of view can easily account for alternate paths via which a signal could arrive
at the antenna, besides the expected direct path.

3.4.1 Channel Description

The multipath phenomenon may be integrated conveniently in the description
of the equivalent baseband channel. Specifically, given the direct and an

11-26

* : 5



alternate path, the resulting compound channel is as shown in Figure 3-2. To
be noted, there, are the portions of the primary and alternate paths originating
from the common source and terminating at the common input to the basehand IF
filter transfer function. The distinction in the two paths is attributed not
only to the extra relative delay in the alternate path, but, also to its base-
band antenna array transfer function. The latter distinction is based on the
fact that the alternate path angle of arrival is necessarily different from that
of the primary path. More precisely, the primary and secondary path antenna
transfer functions are given, respectively, by

L

AM(f) a e j27(fO+f)TZ

£=1

where %[ and c' are the distinct negative time delays at the Z-th element
relative to a convenient origin. These time delays are given by

Rd sin e
T k 2f0

(3-4)

Zd0 sin 0'T' £ 2 f 0

where 6 and e' are the corresponding angles of arrival measured clockwise
from broadside. The delay transfer function associated with the alternate
path is given by

D(f) = c'e - j2TT( f + f )- (3-5)

where c' is generally a complex constant representing amplitude and relative
phase of the secondary signal in relation to the primary one, and T' is the
associated relative delay.

The extension of the channel description to any number of alternate paths
is obvious from the above. The received complex envelope is computed in a
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similar way as already suggested in Section 2.0. That is, with the compound
transfer function defined, the desired baseband signal may be expressed as a
discrete convolution of the source signal envelope with the channel impulse
response according to (2-38).

3.4.2 Effect and Remedies

As shown above, the compound channel transfer function for a two-path
situation is of the form

C(f) = A(f) + D(f)A'(f) (3-6)

If A'(f) z A(f), C(f) wil be characterized by a rippled amplitude response,
in view of (3-5). The amplitude of the ripple will depend directly on c'
and its period on T'. A very similar effect should result in the general case
when A'(f) A(f), although the ripple may be somewhat randomized, especially
with increased operating bandwidth.

Although rippled amplitude responses will be induced in any antenna
transfer function by multipath, it is improbable that the fine structures
would match for two different antennas. It is not surprising then that
channels corresponding to a multielement main array and a single element auxil-
iary would differ considerably. As a consequence, it may generally be impossible
to provide proper cancellation of a multipath signal incident onto the main array
by combining it with a singly-weighted auxiliary. Extra degrees of freedom will
be needed to deal with cancellation in a multipath environment, and even more
with increasing operating bandwidth.

One possible way to provide effective sidelobe cancellation for a wide
operating bandwidth in the presence of multipath is to use a channelized ap-
proach. This scheme utilizes a bank of filters to subdivide the operating band
and seeks individual adaptive weights for each. Conceivably, if the subdivision
is fine enough so that the multipath-induced ripple is not noticeable within
an individual filter band, the corresponding single complex weight per filter
would suffice. One possible disadvantage in this approach is the potential
difficulty in maintaining a certain matching tolerance in the filters comprising
the filter bank. More generally, spectral-domain adaptive processing may be
used [12].

Two other means for dealing with cancellation in multipath involve the use of
tapped delayline auxiliaries or an equivalent multiplicity of singly-weighted
auxiliaries, as already mentioned in Section 3.4. The advantage of either of
these two approaches over the channelized scheme is that no additional distortion
is introduced. Otherwise, the total number of adaptive weights, the degrees of
freedom used, are essentially the same in each case.
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4.0 REMA!, .,

The main olbective in t he re,';C, nt moran tm h& ; been to develor a
mathemtirl model that woull rlona'i desci il, the transformation -o! a
source signal through a linear antenna array down to the baseband of it-
associated receiver. In accomplishing; this, an equivalent baselan-! cL~nn,
has been defined in terms of a transfer function that relates the source
signal envelope at its input to the recoived comp.lex envelope at its base-
band output. Clearly, then, the received complex envelope may be expres ed
as a convolution of the input source envelope with the channel impulse re-
sponse. The channel transfer function has been modele-d to take into accoirt
spatial dispersion depending[ on the ancle of arrival and antenna configura-
tion, incorporating, as well, the associated receiver characteristics. [oln
this is crucial in evaluating the performance of an adaptive array system,
since it involves combining the main antenna and its receiver to a number oi
auxiliaries and their associated receivers, with differing characteristics embodied
in the basic mathematical model.

A secondary objective of the present memorandum is to address some system
issues that pertain to the general performance characteristics of an adaptive
array system. Besides inter-receiver mismatch, some attention is focused onto
the intrinsic difficulties that may be encountered in a wideband operation,
and appropriate means for circumventing a potentially poor performance. The
multipath phenomenon is also examined and possible remedies against its effect,;
on performance are discussed. Multiple degrees of freedom are recommended for
effective nulling performance both in the case of wideband operation as well as
in a multipath situation. Degrees of freedom may be realized via a multiplicity
of singly-weighted randomly emplaced auxiliaries, multiply tapped delayline
auxiliaries or through receiver channelization using a filter bank or more
generally via spectral weighting.

In defining the mathematical model as described in this memorandum, an
attempt has been made to incorporate the most prominent limitations in adaptive
array performance within the realm of one possible antenna configuration.
Antenna aperture dispersion, receiver mismatch, wideband operation, and multi-
path effects, however, constitute important limitations to general adaptive
array performance. Further limitations such as cable reflections and mixer-
generated noise were not incorporated in the model. Their effects have been
considered of secondary importance assuming, of course, proper design.
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1. I N R'DL I II

1. 0 INTKJDU2TI 3N

Froject Memorandum 8512-01 has presented a fairly authentic mathematical
model which can serve to describe the transmission of a noise signal through a
linear antenna array and its associated receiver, all the way down to baseband.
It has been shown that the complex baseband signal from a given signal source
at some azimuth angle of incidence with respect to the antenna array happens to
be the envelope of the source signal transmitted through an equivalent baseband
channel which incorporates both receiver and antenna characteristics, including
an explicit dependence on the angle of arrival. More specifically, the received
complex baseband signal may be derived via a convolution of the source signal
envelope with the complex impulse response of the equivalent baseband channel.
Assuming linearity, the received baseband signal due to a number of source
signals arriving from distinct angular directions is the superposition of their
corresponding individual channel transmissions.

The present memorandum describes the development of a structured FORTRAN IV
program for the purpose of generating received baseband signals at the multiple
ports of an antenna system consisting of a Taylor-weighted large-aperture main
linear array and a number of omnidirectional auxiliaries sparsely disposed over
the aperture. Taking into account the underlying mathematical model already
defined, pertinent system parameters are normalized in order to allow for
easy generalization. Overall system and scenario description is provided via
a carefully constructed input data file, SIGGENO:D, consisting of an easily
readable table of user-selectable system parameter values. The actual signal
generation program identified by the acronym qIGGEND is modularized into a number
cf elementary function-oriented subroutines for the sake of clarity, flexibility
and adaptability to future growth.

The collection of the elementary subroutines, the source modules, comprise
the signal generation source library. The corresponding set of compiled binary
modules comprise the associated binary library. Through an appropriate job control
language program, the composite binary module, SIGGENO:B, is synthesized from a
selected set of binary modules. An executable load module, SIGGENO:L, is
subsequently generated. Given the input data, SIGGENO:D, appropriate execution
of SIGGENO:L generates the desired baseband port signals and stores them in an
output data file, SIGGENO:O.

The validity of the signal generation program, SIGGENO, is ascertained via
a successful demonstration of BCR adaptive processing using a specific set of
signal data, SIGGENO:O, and an existing BCR simulation program. Actual
simulation results are presented.

Keeping in mind the intent of a large-scale applicability of SIGGENO, it
has been optimized for minimum-core usage. An attempt to time-optimize the
program by means of partitioning turned out to be rather ineffective. Some
recommendations for future program additions and modifications are made.
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2.0 PARAMETR:C SYSTEM DESCRIPTION

Consider a multiport antenna system consisting of a Taylor-weighted main
linear antenna array in conjunction with a number of omnidirectional auxiliaries,
emplaced nonuniformly over the main antenna aperture. Given a number of noise
signal sources incident onto the antenna system from distinct azimuth angles,
we wish to derive received baseband signals at each of the antenna ports by
means of a computer simulation program.

A logical development of a clear, efficient and flexible signal generation
program must follow a concise parametric system description of the baseline
system. With this information at hand, it will be possible to identify elementary
system functions, define their mechanization into dedicated subroutine modules
and establish a structured computer simulation program that should enhance system
understanding, exhibit a high degree of flexibility and allow for a natural
adaptability to efficient future growth.

The objective in the present section is to give a parametric system
description of the underlying mathematical model and the normalization of some
important parameters that will allow for useful generalization of results.

2.1 Mathematical Model

Project Memorandum 8512-01 [13 has already provided a mathematical model
that describes the baseband reception of a noise signal incident onto a linear
antenna array from a given angular direction. In fact, the received complex
baseband signal has been shown to be

;B(t) = P(t) * c(t) (2-1)

where

P(t) = the real-valued zero-mean envelope of the
incident noise-source signal.

-1
c~)= 3{C(f)} (2-2)

= the equivalent baseband channel complex-
valued impulse response that characterizes
the transmission of the incident noise
envelope through the linear array and down
to baseband, thus yielding the received
baseband signal, CB(t).
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L

C(f) r 1 aLe J2L(fof) H (fef1 ) (2-3)

Ltl

t the equivalent baseband channel transfer
function associated with impulse
response c(t).

{a L 1_ = the L-element linear antenna array
weighting sequence.

f0 = the carrier frequency of the incident
noise signal, taken also to be the center
frequency of the system's RF band.

Ldosine (2-4)
L = 2fo

= the negative time-delay at the X-th
antenna element with respect to a reference
origin

I = antenna element number

do = the interelement spacing factor, a
dimensionless positive constant indicative
of the amount of half-wavelength spacing
between the uniformly-spaced antenna array
elements at the center RT frequency, f0.

8 = the azimuth angle of incidence of the noise-
source signal, onto the linear antenna array,
measured clockwise from its broadside direction

H (f+f1 ) = the positive-frequency transfer function of
the receiver's final IF filter translated
to baseband.

fI = the center frequency of the receiver's IF band.

f = baseband frequency ranging around DC.

111-3



It should be clear from (2-1), (2-2) and (2-3) that the equivalent
baseband channel transfer function, C(f), relates the input incident noise-
source signal envelope, P(t), to the output received complex baseband signal,
C (t). More precisely, (2-1) expresses CB(t) as a convolution of P(t) with
tRe equivalent baseband channel impulse response. To be noted here is the
explicit dependence of the baseband channel transfer function, C(f), on the
angle of arrival, e. Assuming linearity, this implies that, in the general case
involving a multiplicity of directionally-distinct noise-source signals, a
received baseband port signal is the superposition of individual contributions
from each noise-source signal via its associated distinct baseband channel.

Figure 2-1 shows a single-port linear antenna array system receiving
three directionally-distinct signals. According to the mathematical model
discussed above, the contribution of each incident signal to the actual
received baseband port signal is simply its transmission through its associated
baseband channel as indicated in Figure 2-2. Note that although the receiver's
IF baseband transfer function is common to all channels, they are distinguished
by their distinct baseband antenna transfer functions which will generally vary
with angle of arrival. Clearly, in order to accommodate a situation involving
Nn distinct noise sources and Np antenna ports, it is necessary to specify
N. x Np distinct baseband channels.

2.2 Normalized Model

Although the baseband channel transfer function given in (2-3) could be
employed, as is, in a computer simulation program, it would be more desirable to
eliminate its dependence on absolute frequency values of f, fI and f0. A
normalized model would allow for a more meaningful interpretation and general-
ization of results. As a consequence, the user need not be concerned with
specifying actual frequencies and bandwidths, but could instead deal with
normalized baseband frequency, f, and normalized bandwidth at IF and RF.

2.2.1 Normalized Baseband Frequency

The basis for normalizing the mathematical model of the equivalent
baseband transfer function, C(f), begins with a logical normalization of the
baseband frequency, f. In view of existing convention of defining filters in
terms of their lowpass prototypes having a 3-dB cutoff radian frequency of
unity, no=i, it makes sense to define a normalized baseband frequency, f,
accordingly. As a consequence, normalized radian frequency is understood to
be defined by

= .(2-5)
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Figure 2-1. Single-Port Linear Antenna Array
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Figure 2-2. Baseband Port Reception of Multiple
Directionally-Distinct Noise-Source
Signals Via Superposition of Individual
Baseband Channel Receptions
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where, %c is the actual cutoff radian frequency and w is the corresponding
actual radian frequency. It is then logical to normalize the baseband
frequency, f, in accordance to (2-5) in the sense that the final IF positive-
frequency transfer function, which shapes the baseband spectrum in a generally
asymmetric way about w=o, is attributable to a lowpass prototype filter.

In practice, the 3-dB cutoff frequency fc=wc/27 is often referred to
as the lowpass bandwidth of a lowpass filter. Recognizing that the lowpass
filter is symmetric about the origin, we will henceforth refer to its
baseband bandwidth of 2fc=wc/. Accordingly, its normalized radian
bandwidth at baseband is equal to 2. Also, in order to eliminate the burden of
r-handling we will systematically convert the expression of C(f) to one
involving only Q. In making this transition, the function symbol will remain
the same to preserve association with original notation, even though it is
recognized that the transformation f-w/27w leads to a function distinctly
different from C.

2.2.2 Normalized IF Filter

The transfer function for the final IF filter may be derived via a
bandpass transformation of a lowpass prototype filter having desired
characteristics. More precisely, given a K-pole lowpass prototype filter
transfer function

K Pk
H LP(s) = - (2-6)

k=1 (s-P k )

the transformation [23

S "4. 1 ( + I-- (2-7)

leads to the equivalent bandpass transfer function

K Pk-8)
Bpp(s) =17 - 22

where C2I is the radian IF frequency normalized by wc. Assuming, tacitly,
that the IF bandwidth has not changed appreciably from its value of 2 at
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baseband, we may define the system parameter

2 (2-9)
ci - I

to be the fractional bandwidth at IF. We may now incorporate c1 in (2-8) and
evaluate HBPp(s) on the jQ-axis. Letting

s j ( I + 611) (2-10)

it is possible to characterize the behavior of HBpP(Q) in the neighborhood of QT..
Then, using (2-9), it is possible to express HBPp as a function of 6Q which
should be recognized as the normalized baseband radian frequency.t To begin
with, applying (2-10) into (2-7), we get, in view of (2-9),

1~~~~ (s+L)= Li U2 + M~) + *
2 s 2 MI2+ 6Q)

ill

1 It should be noted that 6S has been used here to represent baseband radian
frequency rather than fl in order to prevent its unavoidable confusion with

2m(s) in the present development.
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whence, (2-8) becomest

K Pk
Hpp M, + M) 17 (2-12)

k -.2 1 + 1 -Pk

clearly independent of IF radian frequency, QI, and only a function of normalize,
baseband radian frequency 6a. It should be emphasized here that, in accordance
to (2-9), nI is understood to be normalized by wc, the actual 3-dB lowpass
cutoff radian frequency. As a consequence, the positive-frequency IF transfer
function in (2-3) is given by

H +(f + fE) = H+Bpp(I + 6 ) (2-13)

provided that f and f, are understood to be normalized by fc = wc/2r. In order
to minimize notational clutter in what follows, we will assume the following
equivalences

(2-14)

Ii

and define the positive-frequency final IF transfer function referred to
baseband as

H W+K Pk
H C1+w (2-15)

k=1 
_xPk

t The reader is reminded that HBPP, as used here, serves as a symbol. If
taken as a legitimate function, it would be necessary to use different
notation with each transformation, which could confuse matters rather
than enhance understanding.
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In modeling the practically-achievable design of a receiver's final IF
filter, two important factors must be taken into account; namely, its bandwidth
and center frequency deviations from those desired. Defining parameters

c 2 bandwidth factor, around unity, equal to the ratio
of actual-to-specified IF filter bandwidth

c E center-frequency offset factor, around zero, that
relates the IF filter's center frequency deviation
as a fraction of the IF bandwidth

;t is possible to rewrite (2-15) so as to include effects of design tolerances.
It is not difficult to see that the effect of c2 on w is the inverse dilation w/c2.
On the other hand c3 will give rise to the translation (w-?c3 ), since the
normalized IF bandwidth is 2. To a good first-order approximation, the
combined effects of c , c , and c on (2-15) are embodied in the modified
expression that follows, where, again, H+ is used as a symbol.

K Pk

k=l -2c 3  1 (2-16)

11+ c (w-2c ) -k
2c2

Note that when c 2= and c =0, (2-16) reduces to (2-15), which indicates no
design errors. Typical 1T error implies that c2 and c3 would range over
(0.99, 1.01) and (-0.01, 0.01), respectively. The consequence of such design
variation will be a mismatching of antenna-port receivers, a condition that
could tend to limit subsequent processing performance.

2.2.3 Normalization At RF

Another important system parameter is the fractional bandwidth at RF,
which may be defined as

C (2-17)

where, again, 2 is the normalized bandwidth of the IF filter attributed to its
associated lowpass prototype. In view of (2-4), (2-17) may be incorporated into
(2-3) to yield an expression for the baseband channel transfer function with no
explicit dependence on wo. It should be noted here that w0 , as used in (2-17),
is the RF center radian frequency normalized by wc' the actual 3-dB cutoff lowpass
radar frequency.
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Consider the exponential term within the summation of (2-3). Upon

substituting (2-4) and (2-17) into this ' n, we get

j27(f*f0)t£ j -do(f + fo)sin8

SJnido(1 + f0)sine

e jirido(l + c!)sine (2-18)

since f/f 0 = w/w, in general. Including the effects of c2 and c3 in (2-18), (2-3) may
be written, most conveniently, as a function of he normalized baseband radian
frequency W, as follows:

C(W) = aeJ7TZd0 I + c 2 c ] (2-19)

where, C is understood as a symbol and not a function.

In the above development we introduced four system parameters (in addition
to the ones included in Section 2.1), two of which were instrumental in
elminating the cumbersome ex-licit dependence of the baseband channel transfer
function on actual IF and RE frequencies, leaving only the desired dependence
on normalized radian frequency w. In fact, we have shown that the baseband
channel transfer function reduces to

C(L) L 0 + c n2ce

£= 1

K Pk
17 (2-20)

k=l -2c, [ 1

2 E [ + c1 (A2 2c, " PkI -2c 2

a conceptually-appealing and computationally-desirable form.
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3.0 SIGNAL G.,ERA7IC!. FROGRAM

The development of the signal generation program, denoted by the acronym
SIGGENC, is based on a discretized form of the normalized baseband channel
transfer function, C(w), as given in (2-20). An appropriate channel transfer
function discretization, {C(w.)}. , results from sampling C(M) at a rate
sufficiently higher than the Nyqu1lt rate as dictated by the baseband transfer
function of the IF filter, H (w+,). Applying an inverse discrete Fourier
transform on {C(w.)}.I gives a good approximation of its corresponding discrete1 --=
complex-valued impulse response {c(t. ))i. Then, a sampled noise-source
channel input, {?(t.)} iT gives rise to-a received sampled baseband channel
signal {;B(ti))ial, via the discrete convolution

I

B(tj) P( i )c(tj-Ti) (3-1)
i~l

According to previous discussion, a number of directionally-distinct sampled
noise-source signals incident onto an antenna array will give rise to a received
baseband port signal that is a superposition of sampled baseband signals
received from each source through its associated discretized channel. More
specifically, the sampled received baseband port signal is given by

K
Bp (t )  2] CEk (t )

k=l

K I

E E Pk(i)ck (tj- T) (3-2)

k= l i=l

where {Pk(ti));=l is the noise sequence into the k-th channel associated with
sampled impulse response {Ck(ti)i 1 and k=l, 2, ..., K, the number of distinct
channels.

SIGGENO is a structured FORTRAN IV computer simulation program designed to
use (3-2) in order to generate received sampled baseband signals at the main and
auxiliary ports of a multiport antenna system mentioned in Section 2.0 and
described, in more detail, in Project Memorandum 8512-01. The discussion that
follows provides a description of the particular modularized structure of SIGGENO,
its execution and subsequent validation by means of a specific numerical example.
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3.1 General Fior truture

Frograr SEI' 7';P ha7 been developed with an erfhasis on a structure which
exhibits logi:a claritv, :ossesses inherent flexibility and lends itself to a
natural anl efficient -rCFWT. To begin with, all pertinent system specifications
of the r.ultip;rrt siznal generation problem at hand are relegated to a clearly
readable tai e of ara-,etEcr constituting an input data file, SIGGENO:D, via
which the urer may reeJ2.v describe a variety of system situations of possible
interest. In ths. .ne, ciII pertinent system parameters that could potentially
be variej havt f!e-. r,- r t'e executable part of the program.

erj:ion. problem as a whole, elementary
.. , ied and corresponding well-commented

ru .. ' . written. The set of these sour. -nodules
"rv in the form of distinct uncomplied

source t , aring- the suffix :S, the identifier for
scurce. Thn cV .. , 'trLions of the source modules form the corre-
s cn ........ .' ... r each module is identified by the suffix :B.
A a .nc;. mzlules results in the composite binary
signal eer' . r- - i: . Sub-sequently, SIGGENO:B is converted to
an executatle sg -, ation load module, SIGGENc:L. Given input data file
S!SCENC: , which defines a multi-ort system situation to be examined, load module
SIGGEN0:L may be executed to produce an output file, SIGGENO:O, containing the
input system spec.iications, receiver and channel spectral and time-domain
characteristics, and, most importantly, the desired set of sampled baseband
port signals.t

The simplified block. diagram of Figure 3-1 portrays the essence of the
modular structure of program SIGGENO. Because of its special struc-ure, the
user has the flexibility of editing and augmenting a given source module
without needlessly effecting any other. Following this, he may compile the
augmented source module into its binary form, again without involving any other
module. Finally, SIGGENO:B may be reconstructed and SIGGENO:L regenerated. The
inherent efficiency of this approach is clear.

3.2 Specific Program Description

Included below are the specific elements that comprise the signal generation
program SIGGENO. Assuming a five-port antenna array system, a complete listing
of the associated input data file, SIGGENO:D, is given in the first subsection.
The next subsection describes the modules that comprise the source library, gives
a functional flow diagram of the program and provides complete listings of the
subroutines involved. Following the construction of the library of corresponding
binary modules, composite binary and load modules, SIGGENO:B and SIGGENO:L, are
formed via appropriate job control language programs. Finally, the execution
of load module SIGGENO:L with input data SIGGENO:D results in an output file
SIGGENO:O.

tin developing the mechanics of the present methodology, the authors have

consulted with C. N. Sorg, G. L. Guenthner, and R. T. Short of Motorola's
Engineering Computer Center.
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3.2.1 inrut Fta Tile

The insut data file that follows gives a complete parametric description of
a five-port antenna system in accordance with the discussion of Section 2.0.
Excluding print options at the top of the list, the parameters specified fall
into three major categories. The filter parameters define the lowpass prototype
filter, fractional bandwidths at IF and RF, normalized baseband radian frequency
range and an initial radian frequency, number of frequency samples to be used
and an optional parameter for choosing a baseband equivalent of a lowpass or a
bandpass receiver filter. It should be noted that the latter option is consistent
with choosing a receiver whose selectivity is determined by its final IF filter.

The channel parameters relate to the numbers of noise sources, or,
equivalently, the channels corresponding to them, with respect to each antenna
port. Each channel number is followed by related specifications of noise-source
am;litude, initial setting of RANDU noise generator, time sample number at which
the source has been turned on, subsequent periodic blink duration in time
sar p]es and angle of arrival in degrees. Note that, with RADRNG=4, the normalized
time increment between samples is 2/r.

The port parameters include the antenna separation factor d0 , the number
of port signal samples desired and, of course, the number of ports, chosen in
the present case to be five. Under port "0" are included specifications of
the main antenna port. In the present case, NEL=255 refers to the number of
elements that comprise the main Taylor-weighted linear array and LOC1=I
indicates the number of the first element of the array with respect to a
reference origin as shown in Figure 2-1. The subsequent two parameters are
c i ai;d c2, the bandwidth factor and the bandwidth offset factor as defined in
subsection 2.2.2. Note that the remaining four ports describe similar parameters
associated with the omnidirectional auxiliaries and their receivers. To be
noted here is the fact that all receivers are matched. Any distortion among
port signals, here, is mainly attributed to the frequency response of the
main antenna sidelobe region at the precise angles of arrival specified.

3.2.2 Source Library and Program Architecture

The elementary modules that comprise the source library of the signal
generation program SIGGENO are functionally described and classified according
to category. Subsequently, the minimum-core architecture of the composite
virtual source program, SIGGENO:S, is clearly demonstrated by means of a
functional flow diagram. Finally, complete FORTRAN listings of all source
mod-iles are included for convenient reference.

3.2.2.1 Functional Description of Source Modules

A functional description of the individual source modules is given in the
itemized list below.

SIGMAINO:S - The main controlling program which calls
auxiliary executive programs that perform
specific tasks.
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SIGSET:S The first auxiliary executive program
designed to read and write from the input
data file, SIGGENO:D, by means of special
subroutines in accordance to preset formats.
All data read is made available to SIGMAINO:S

in identified common blocks.

PRTSGNLO:S The second auxiliary executive program called
by SIGMAINO:S. This program uses the input
data available in common and generates the
desired port signals with the aid of a number
of dedicated subroutines. As such, this
program may be considered the central
executive program in SIGGENO:S.

RW:S This is a dedicated subroutine designed to
read and write an 80-character literal data
string. No data is returned to the calling
program SIGSETO:S.

RWID:S This is a dedicated subroutine designed to
read and write a 60-character literal data

string followed by numerical data within the
next 20 spaces which are returned to the calling
program, SIGSETO:S. The numerical data may
consist of integer, decimal or complex scalar
values.

ANTWT:S This is a dedicated subroutine designed to
provide a Taylor weighting sequence for a
linear array given the number of elements
that comprise it.

FILTER:S This is a dedicated subroutine designed to
generate a discretization of the baseband
equivalent transfer function of either the
final IF bandpass filter or a lowpass
alternative. The number of frequency samples
used is specified in SIGGEN0:D.

AMPH:S This is a dedicated but optional subroutine that
computes the amplitude and phase counterparts to
a given transfer function. This subroutine could
be used to graphically assess the frequency
dependence of a main-antenna channel and its
deviation from an auxiliary one.

IMPULS:S - This is a dedicated subroutine designed to
compute a sampled baseband impulse response
from a sampled baseband transfer function.
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FFT2:S - This is a dedicated subroutine designed to
compute the forward or inverse discrete Fourier
transform of a complex sequence whose number of
samples is a power of 2.

CHANNEL:S - This is a dedicated subroutine which takes the
antenna and receiver characteristics to compute
a baseband transfer function associated with a
particular angle of arrival of a specified noise
source.

BLINx:S - This is a dedicated subroutine whose purpose
is to generate a discretized on/off switching
function consisting of an appropriate sequence
of 0's and l's.

SIGNAL0:S - This is a dedicated subroutine which uses the
on/off switching sequence in order to initially
turn on and subsequently periodically blink an
input noise sequence provided by a random
number generator, specifically mechanized by
the well-known utility subroutine, RANDU.
SIGNALO:S subsequently uses this blinked noise
sequence in order to produce a desired number
of received baseband samples through its
associated channel via discrete convolution
with its impulse response. Such individual
channel baseband signals are returned to
PRTSGNLO:S where they are appropriately
accumulated into composite baseband port
signals.

From their brief descriptions given above, it is easy to see that the
source modules may be classified under three prominent categories as indicated
by the tree diagram in Figure 3-2. SIGMAINO:S is the main executive control
module which delegates specific duties to the auxiliary executive modules,
SIGSETO:S and PRTSGNLO:S. In turn, these two modules make use of a number of
dedicated subroutines which form the third category of classification. Note
that RANDU is only a utility module available from the Honeywell 560 library.
As such, it is not considered as a legitimate source module but only shown for
the purpose of completeness.
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3.2.2.2 Minimum-Core Program Architecture

The one module in the entire source library that could potentially account
for the major part of the composite program's core requirement is PRTSGNLO:S.
Having anticipated the need to keep core-requirement to a minimum, PRTSGNLO:S
has been constructed appropriately. Given Nn noise sources and Np ports, it is
clear from its description that PRTSGNLO:S has been especially designed to generate
one port signal array at a time by accumulating the Nn channel signal contributions.
In so doing, the core-requirement is essentially determined by the current channel
signal array storage and, of course, the storage of the port-signal array in
question. As such, this minimum-core program architecture has the advantage of
being independent of system dimensionality Nn x Np. Of course, the inevitable
shortcoming of this approach is the need to recycle through the Nn noise sources
and receiver transfer characteristics for each port signal computation of a
condition which will tend to increase program execution time by some fraction of
Nn x Np.

This minimum-core signal generation program architecture is clearly
demonstrated in the functional flow diagram of Figure 3-3. Note that the key
to keeping core at a minimum is the use of single utility arrays for temporarily
storing current values of the receiver and channel transfer functions, the
channel impulse response, the incident noise sequence, the channel baseband
signal and its appropriate accumulation into the baseband port-signal.

3.2.2.3 FORTRAN Listings of Source Modules

Complete FORTRAN listings of the source modules of the signal generation
source library are included here for easy reference. In writing each module, a
sincere attempt has been made to make it almost self-explantory by including
functional description, a complete list of definitions of input and output
parameters and appropriate comments throughout the program, as necessary.

In the same sense that SIGGENO is the'generic name of the present signal
generation program and SIGGENO:S is the composite collection of source modules,
the suffix :S has been left out from all subroutine names, as the reader will
note. Included in the heading of each subroutine is the name of the source
module, its date of origin and latest revision date. This minimal identification
along with authors' names allows a general user to remain current with the
program development and consult with the informed individuals in case of questions
or problems.

3.2.3 Binary Library

Using a general but rather simple job control language program, JCL:B,
compiled versions of the signal generation modules have been created. Carrying
identical names but distinguished by the identifying suffix :B, the collection

of these binary modules forms a binary library which complements the original
source library.

Of course, the experienced computer user is well aware that a compiled
binary version of a working program avoids the need'of undesired repeated
compilation during each execution. Clearly, a modular formulation of a large
program offers the added advantage that an augmentation of any one source module
will mean the recompilation of only that source module and not the entire program.
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START

READ AND WRITE

INPUT DATA
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Figure 3-3. Functional Flow Diagram of the Minimum-Core Signal Generation

Program SIGGENO.
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3.2.3.1 Creation of Binary Modules

The specific job control language program, JCL:B, written for the purpose
of creating a binary version of a given source module is listed below.

Individual Binary Module Generation Program JCL:B

S- 1.U00 JOB Z98,DAN1EL4S$12),9,bLOG90
2 - 2.000 ILIM11 (TIME.1)(UU 1),(CUL6),(ALCUUr4)
3 W 3.0u ISET M2Sh/NAMES;1N1SAVE
4 - 4.000 ISET MIbO/NAME:b1OU11SAVE
5 - 59000 IFORTHAN LS9NS.U.L9S198O

Given-a specific module to be processed, this program is batched with a name
substitution command; e.g.,

BATCH JCL:B 'NAME' = SIGMAINO

As such, JCL:B is completely general.

3.2.3.2 Composite Binary and Load Modules

Given the set of signal generation binary modules, it is an easy matter to
form a composite signal generation binary module which is logically identified by
the name, SIGGENO:B. The specific JCL program that actually accomplishes this is
called JCLSIGO:BL. Clearly, the first letter of the suffix :BL refers to the
creation of the composite binary module, SIGGENO:B. The second letter denotes
the additional generation of the associated executable load module, SIGGENO:L,
which is included here strictly for convenience.

The complete listing of JCLSIGO:BL is given below. Note that by virtue of
the special form of this

Composite Binary and Load Module Generation Program JCLSIGO:BL

I 1.00U IJO& 29bUANIEL(b ?I,7,8LOuo90
2 - 29000 ILIM11 (71ME,1),IUUte)t(CU16 )(ACCUUN)
3 " 3.000 IPCL
4 - 4.000 COPY AMPHIB OVLR S1GGENOIS
S - 5000 COPY ANTWTSB
6 - 6.000 COPY SLINKId
7 7.000 COPY CHANNELIt
a - 8000 COPY FFT2It
9 - 9.000 COPY FILTERIB

10 10000 COPY IMPULS88
11 - 11000 COPY PNTSGNLOIU
12 - 120000 COPY HNWB
13 - 13.000 COPY RdI Ib
14 - 14*000 COPY SIGMAINOtB
16 - 159000 COPY SIGNALUVI
16 - 1bo000 COPY b1GSETU1t
17 1.00O ILYNX S1GbEN0td UVEk SIGGENUIL
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JCL program, all binary modules that comprise the composite one may be listed
alphabetically, thus forming a convenient list for easy reference, To execute
this program, the simple batch command !BATCH JCLSIGO:BL is used.

3.2.4 Program Execution

The execution of the load module, SIGGENO:L, is carried out by means of a
specially designed JCL program shown below.

Execution Program JCL:EX

I - 1.000 IJOb 29d9ANiEL(8b12),7,8LDG90
2 - 2.000 ILIMIT (TIME1),tUO60),(CO*lb),(ACCOUNT)
3 - 3.000 ISEI f 0/NAMIU
4 - 4.000 IRUN (LMNoNAME8L)
S M 5.000 IDATA
6 - 6.000 IEXEC NAMEID

As is the case of JCL:B, the present program is of general use, in the sense

that the name of the generic program may be defined in the batch command

! BATCH JCL:EX (E) 'NAME' = SIGGENO

Other important program features of JCL:EX include the reading from the
input data file SIGGENO:D and creation of the output file SIGGENO:O. Here,
suffices :D and :0 denote data and output, respectively. An additional important
feature of JCL:EX is that it allows for multiple simultaneous runs with augmented
SIGGENO:D data. This is because the current version of SIGGENO:D is buffered
at each batching. t

3.2.5 Output File

The output file generation from a specific program execution involving one
channel and four ports is listed in the pages that follow. In addition to the
parametric system description from SIGGENO:D, SIGGENO:O includes the main antenna
array weighting, receiver and channel frequency and time domain characteristics,
individual channel and port signals. Figure 3-4 compares representative main and
auxiliary baseband channel amplitude responses. Although the asymmetry of the
auxiliary response is barely noticeable, that of the main is rather pronounced. Of
course, based on previous discussion, this expected effect is due to the aperture
dispersion of the main array.

It should be noted that if the three print options in the table of system
specifications were set to "0," the printing of receiver and channel characteristics
along with associated channel signals could be conveniently suppressed. The BCR
adaptive processing that will follow will need only main and auxiliary port signal
information.

t should be noted that the JCL programs presented here are peculiar to Motorola's

Honeywell CP-V engineering computer. They are included here to clarify fully the

methodology behind the signal generation software. Similar programs may be generated
for other computers, with appropriate changes, as needed.
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3.3 Program Library Catalog

In order to facilitate the use of the subroutine library being developed
under the present contract, it has been useful to create a library catalog for
easy user reference. The two pages that follow contain an alphabetized list of
programs developed to date including author(s), date originated and revised.

The availability of this library catalog has already been found useful in
the present contractual effort. As programs are generated, qualified and
subsequently revised, the users of the library become readily aware of the
progress being made. When Motorola delivers the software ro be developed under
the present effort, this cross reference will also be useful to RADC, especially
if multiple users are envisioned.

3.4 Program Validation

Although the signal generation program has been developed very methodically
leaving very little room for error, it nevertheless makes sense, whenever
possible, to provide an independent check before proceeding with the next stage
of the effort. In the present case, an existing BCR processing program has
been used to assure the validity of the port signals generated by SIGGENO.

Figure 3-5 shows cancellation performance for the single interference
example described in the output file in Section 3.2.5. More specifically,
Figure 3-5(a) shows the sample-and-held amplitude envelope at the main antenna
port while Figure 3-5(b) shows the corresponding envelope of the combined signal
after cancellation. A detailed explanation of the BCR adaptive process used to
obtain this cancellation will be given in a subsequent project memorandum. For
the moment, it suffices to show that the port signals generated by SIGGENO
appear to be valid. At least three other cases have been examined and their
successful results have served to insure against pathological validation.

The validity of SIGGENO has been further reassured via Figure 3-6 which
shows the center-frequency main-antenna and composite-antenna field patterns
evaluated over a 0.250 azimuth range about the incident interference at 450.
A 38 dB cancellation may be noted.

In Figure 3-6, the double-null pattern about 450 may justifiably arouse
the reader's curiosity. For the moment, it can be said that this phenomenon
must be associated with the antenna aperture dispersion over the 0.1% RF
bandwidth, since no other channel mismatch condition has been introduced in
the present example. Interestingly, the BCR process (which is capable of
scanning the eigenspace of the auxiliary-signal 4x4 covariance matrix, C)
has revealed the existence of two nontrivial eigenvalues. This fact is
demonstrated in Figure 3-7 showing a two-step evolution of the four adaptive
weights. Here, the four complex weight-vector components have been initially
set to zero, the origin of the common complex plane shown. Two BCR iterations
are clearly observable.

To test the existence of a second non-trivial eigenvalue of C, the BCR
process was inhibited to a single iteration. A single-null composite pattern
resulted with a depth of about 42 dB. An additional 10 dB of suppression was
obtained after the second iteration. Clearly, C possesses a second, though
relatively small eigenvalue, despite the fact that only one interference is
involved. This topic will be discussed further in subsequent investigation.
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4.0 CONCLUSIONS AND RECOMMENDATIONS

The present project memorandum has been devoted to describing, in some
detail, the development of a minimum-core signal generation program, a program
for generating sampled baseband signals at each port of a multiport antenna
system. Motivated by the underlying mathematical model defined in Project
Memorandum 8512-01, Section 2.0 provides a specific parametric system description
based on a normalized model amenable to easy generalization and suitable for
computer simulation.

Section 3.0 discusses the actual development of the signal generation
program, SIGGENO. First, the general methodology of a modularized program
architecture is given in Section 3.1. Following this, a stage-by-stage
specific program development in Section 3.2 begins with the description of the
input data file consisting of a very readable table of pertinent system parameters.
Presented subsequently, is the complete library of source subroutine modules
comprising the virtual source signal generation program, SIGGENO:S, their
functional description in connection with a minimum-core program architecture
and a complete FORTRAN listing of each. The corresponding library of binary
modules is introduced along with two special job control language programs,
JCL:B and JCLSIGO:BL, the first for creating individual binary modules and the
second for concatenating them into the composite binary module SIGGENO:B while
simultaneously generating an executable load module SIGGENO:L. Section 3.2 ends
by defining the procedure for executing SIGGENO:L, via job control program JCL:EX,
and the formation of an output file, SIGGENO:O, for a specific example. Using
an existing BCR adaptive processing program, the validation of SIGGENO is
established beyond reasonable doubt.

The minimum-core architecture adopted for the signal generation program is
crucial in generating data for a large-scale system. However, because of some
inherently necessary redundancy, the present version is not time-optimal. Upon
completing and qualifying the present version of the signal generation program,
a limited effort was directed toward defining an alternative program structure
that would possess both a minimum-core and a minimum time characteristics. A
three-stage partitioning seemed to be the logical approach to take. The first
stage was devoted to generating the sequence of sampled noise signal envelopes
and storing them in a data file. Of course, this circumvented the need to
regenerate this data for each port, which is unavoidably done in SIGGENO. The
second stage was designed to simply generate the impulse responses of each and
every channel associated with each and every port and output them into another
data file. With the incident noise and impulse response data files at hand,
these two stages of the alternate version of the signal generation program need
not be run unless the maximum system dimensionality and/or system description
needs to be changed. The third stage of the new program version, SIGGENI, was
constructed to generate a selected set of port signals from a selected set of
incident noise sources. With this capability, several examples could be created
by SIGGENI using the same two data files. However, because of the I/O burden
required in the third stage, the speed advantage noted to date has been meager.
Based on comparative speed performance for at least two isolated examples, there
does not seem to be any substantial justification for adopting this alternate
three-stage signal generation program architecture. For the time being, SIGGENO
will be the preferred program version.
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A possible future effort toward time-optimization of the signal generaticn
program might be one involving a two-stage program formulation. The first stage
could be designed to generate individual channel signals associated with each
port. The second stage could simply involve the selected superposition of a
subset of channel signals over a selected subset of port signals, generating
thereby, a number of varying examples from one set of data generated in the first
stage.

Other possible variations or additions to the existing signal generation
program could be the generation of multipath and multitap signals. In both
cases, the basic program will remain substantially intact. Subroutines SIGSETO
and PRTSGNLO will require an appropriate number of new call statements. However,
the functional aspects associated with multipath and multitap signals and thus
the major burden thereof will be relegated to dedicated subroutine modules
consistent with the overall program architecture employed.
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1.0 INTRODUCTION

BCR is an acronym for "Batch Covariance Relaxation" which was
coined at Motorola's Government Electronics Division in connection with
the development of a proprietary digital multisensor adaptive processor
based on a minimum-mean-square (MMS) criterion [1]. The term "Batch"
is intended to emphasize the batch mechanization embodying the suitable
underlying process and distinguish it from a dynamic alternative. More
specifically, this term refers to the fact that the underlying process
is designed to operate on the multisensor sampled signal data in batches
which are distinct but contiguous and of sufficient duration so as to
allow for the necessary computational time of the process. In particular,
the batch duration is chosen long enough so as to allow for the derivation
of adaptive weights that will provide the optimal combination of multi-
sensor data within the batch, in accordance with the MMS criterion. It
should be understood that the adaptive weights derived from a multisensor
signal data-batch must be applied to that very batch, if the full
advantage of the batch approach is to be realized, in general.

The term "Covariance" refers to the computation of the covariance
matrix computed over a batch of multisensor sampled signal data which are
to be adaptively weighted. Such a matrix often arises in a variety of
parameter estimation problems based on the MMS criterion. A large group
of such problems gives rise to a system of linear equations

Cw + b = 0 (1-1)

where C is, in general, an N x N complex conjugate-symmetric covariance
matrix, b is a complex N-vector contained in the space generated by C
and w is the complex adaptive weight N-vector to be determined.

The term "Relaxation" refers to the nature of the computational
method used to solve for a w that satisfies (1-1). The specific
relaxation method used is the well-known Conjugate Gradients (CG) method,
a numerically efficient, stable, finite-step, iterative descent procedure,
a special case of the more general Conjugate Directions (CD) method [23.

Section 2.0 presents the Batch Adaptive Process in the context
of an adaptive array sidelobe cancellation subsystem. Following a batch
formulation of the underlying adaptive array problem, two alternative
solution approaches are considered. The Batch Covariance Inversion (BCI)
approach, more commonly referred to as Sample Matrix Inversion (SMI), is
discussed briefly in order to provide a familiar background to the informed
reader. Basically, BCI encompasses all techniques capable of producing a
solution to (1-1) via an explicit inversi of the covariance matrix C.
Since the existence of a direct inverse, u -1, may not generally be guaranteed,
one may be compelled to resort to covariance regularization and thus rely
on the approximate regularized inverse, C-1. at the expense of some error
in the solution. Alternatively, whether or not C is full-rank, a
pseudoinverse, C+ , may be constructed which will produce the unique
minimum-norm solution to (1-1).
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In contrast to BCI, the BCR approach, which encompasses all
variations of the CD method, will produce the solution to (1-1) without
inversion. In particular, the CG method, which is the main thrust of
the present investigation, is designed to produce the minimum-norm
solution to (1-1). Under certain conditions, it is possible to use the
CG process to construct C 1 , if it exists. Considering that the
algorithmic structure of the CG method lends itself to an architectural
implementation that is considerably more efficient than that of any
inversion procedure, (such as the standard or modified Cholesky Decomposition

and the Singular Value Decomposition) it is highly recommended for
batch adaptive processing. In large-scale applications when the dimension-
ality of C may exceed 100, a BCI approach will be vulnerable to roundoff
error and, as a consequence, its operational effectiveness may deteriorate.
It is here where the BCR approach clearly excels. Specifically, the CG
method begins from an initial solution estimate, w 0 , and iteratively
generates improved estimates w !

, w2, ... until it terminates after, at
most, N iterations, the dimensionality of system (1-1). If we wish to
diminish the roundoff error in this final estimate, we simply consider
it as an initial estimate and repeat the CG process, thereby producing
a more refined estimate of the minimum-norm solution to (1-1).

Section 2.0 concludes with a block-diagram functional description
of a batch adaptive processor.

Section 3.0 provides the mathematical basis of the BCR adaptive
process. Included here is a detailed development of the general CD
method followed by a similar development of its most efficient special
case, the CG method. Subsequently, some of the important properties of
the CG method are discussed. Finally, two numerical examples are given that
demonstrate the validity of the methods discussed and provide a tangible
insight into their properties.

Section 4.0 discusses the important extension of BCR to the
linear-equality-constrained MMS problem in the context of adaptive array
processing. Following a Lagrange-multiplier formulation of the underlying
problem the mathematical development of the constrained BCR (CBCR)
formulation is presented. Both the general constrained CD (CCD) and the
special constrained CG (CCG) methods are derived. Numerical examples serve
to illustrate the validity of the various formulations discussed. Finally,
the application of CBCR to adaptive beamforming is noted to be particularly
important when the covariance matrix inverse, C , does not exist and the
use of the pseudoinverse, C+, is not valid.
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2.0 BATCH ADAPTIVE PROCESSING

The concept of batch adaptive processing is presented in the context
of an adaptive array sidelobe cancellation subsystem. A mathematical
formulation of the underlying MMS parameter estimation problem leads to the
special linear system of equations (1-1). Alternative approaches for solving
(I-I) fall into two distinct categories; namely, inversion and relaxation.
The inversion approach is examined briefly in order to add perspective to
the relaxation approach which happens to be the main thrust of the present
effort. In particular, the effort will be devoted to the investigation of
the conjugate gradients (CG) method [2]. The primary motive for choosing
this technique is that it happens to be a numerically robust and efficient
procedure for solving (1-1) possessing, at the same time, a structure that
lends itself to a number of architecturally-efficient, technically-reliable
and cost effective implementations. A functional block diagram of the
general batch adaptive processor is given.

2.1 Mathematical Formulation

Consider an adaptive array sidelobe cancellation subsystem
consisting of a main narrow-beam low-sidelobe Taylor-weighted linear
antenna array in combination with N omnidirectional weight-adjustable
auxiliary antenna elements nonuniformly emplaced over the main-array
aperture. The purpose of this arrangement is to suppress undesired
sidelobe interference by appropriate auxiliary-weight adjustment. More
specifically, the sidelobe interference assumed will consist of
directionally-distinct continuous or pulsed wideband noise sources.

Project Memorandum 8512-01 [3] has already described an appropriate
mathematical model for generating complex baseband signal samples received
at the main and auxiliary ports of the system described above, due to a
specified number of incident noise sources. The pertinent signals involved
are defined to be

s 0 (m) = the m-th sample of the complex baseband scalar
signal received at the main-antenna port

s(m) = the m-th sample of the complex baseband N-vector
signal whose components correspond to received
auxiliary-port signals

Letting

w(m)= the complex adaptive weight N-vector applied
componentwise to the auxiliary-port N-vector
signal, s(m), during the m-th sample time

interval
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we may define the combined-port signal by

Sc(m) = sT(m)w(m) + s 0 (m) (2-1)

= the m-th sample of the received complex baseband
combined scalar signal resulting from the combination
of the main-port signal and the weighted sum of the
N auxiliary signal components during the m-th sample
time interval

Based on physically meaningful arguments, the typical criterion
of an adaptive array process is the familiar MMS criterion, or, more
specifically, the minimum-combined-power criterion. In more precise terms,
we wish to determine the weight vector w(m) which minimizes a
convenient metric of combined power. Symbolically, this may be stated as

min Pc(w(m)) (2-2)
w(m)

where

P (Wo,,>> = II S (M) 11"
PC-

= the combined signal power, a metric which
must be defined in a manner suitable to the
adaptive process employed

A continuous or dynamic adaptive process based on criterion (2-2) is
designed to produce a new weight-vector value w(m) with each new set of
signal samples' {so(m), s(m)}. Accordingly, a convenient combined-power
metric is the exponential running average

P (w(m)) = PP (W(m-l)) + (l-P)Isc(m)I (2-4)

and the corresponding samplewise weight-adjustment is of the general form

w(m) = w(m-l) + Aw(m) (2-5)

where the specific form of Aw(m) is peculiar to the actual dynamic
adaptive process employed.
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Given a temporally-stationary interference environment, a dynamic
adaptive process will direct the evolution of the adaptive weight vector
toward a steady-state value which will suffice to minimize the combined
power henceforth. Depending on the bandwidth implied by p in (2-4), the
nature of the actual adaptive process used and the interference environment,
the convergence-time of the weight-vector, from an arbitrary initial value
to its final steady-state value, will vary. Clearly, in the case of a
stationary environment, the length of the convergence-time is of little
consequence. However, convergence-time becomes important when the dynamic
adaptive process has to deal with a nonstationary dynamically-changing
environment. Depending on the nature of the nonstationarity, the performance
of a given dynamic adaptive process could degrade considerably, to the
point where it may become operationally ineffective.

Whereas a given dynamic adaptive process is vulnerable to a
nonstationary environment [4], a batch process is designed to circumvent
the central cause of this vulnerability: the dependence on convergence-time.
In contrast with a dynamic process, a batch approach is designed to operate
on a batch of signal data, of an appropriate number of samples, with a
unique weight-vector value which minimizes the combined power within the
batch. The tacit assumption here is that the underlying weight-estimation
process terminate within the available batch-time. By its very nature,
the batch approach is not affected by signal dynamics outside the bounds
of the given batch it happens to be operating on. On the other hand, signal
dynamics within the batch will appear "frozen," exhibiting, at worst, an
increased dynamic range in signal values. As such, suppression of undesired
interference signals within the batch will depend on their average power
within the batch. In any case, transient effects that may be present in a
dynamic approach will be absent in a batch approach. Consequently,
convergence-time has no meaning in a batch process. Instead, what is
significant here is batch-time or response-time, the time needed by the
underlying weight-estimation process to produce or respond with an optimal
weight vector for a given batch. Of course, the batch-time must be
sufficiently long so that the statistical characteristics of the signal
process may be adequately observed.

The batch formulation of the adaptive array problem described
above can be made more precise, in mathematical terms, after defining some
important pertinent quantities. Let

SOW M1 = a n  - s ample main-port complex baseband
scalar signal batch

/ }: M = the corresponding M-sample complex baseband

m=l N-vector signal batch whose components
represent the individual auxiliary-port
signals

w = a constant complex adaptive weight N-vector
applied componentwise to the auxiliary-port
N-vector signal, s(m), for m=l, ... , N

IV-5
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whence,

{s(m)1M {T(m)w + S (m) ... (2-6)

= the M-sample complex combined-port
baseband scalar signal batch

tThen, using compact Hilbert-space notation , we may define the appropriate
combined-power expression for a batch approach by

P c(w) ls c 112 (2-7)

which, by (2-6), is the average power of the combined signal over the
M-sample batch. Note that Pc(M) is a positive-real scalar quadratic
function of the complex N-vector w. As such, Pc(w) will attain a
minimum value at some point w, which need not necessarily be unique.
From calculus we know that at such a minimum point the gradient of Pc(w)
with respect to w must necessarily vanish. More specifically, we wish
to determine w for which

[V Pc(w) [](2-8)
or, more symbolically,

VwP c(w) 0 (2-9)

tGiven complex-valued time-sequences x= {x(m)Ml and y Y(m)M

define their inner-product by
M

< = j x*(m)y(m)
m=1

and the metric of a given sequence as its self inner-product

1x112 a= XX
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where we arbitrarily define the complex gradient operator [5] by

V =Vw + V . (2-10)

In view of (2-6), and definitions

s o = sor + Js 0

sc scr +sci

(2-11)
s =s +

- -r

w =w + Jai

(2-7) may be rewritten as

P c(w) = <s c, s c >

= <1, s*s >
c c

= <1, (s r)2 (Sc )2>
cr (Sci

T T 2 T i)T
=<1, - i)+ + + + s )2> (2-12)

whence, by (2-10), we get

cT 8 T
VwPc(w)r (s <1 I rc) + 1 (r ci " )

-

z <1, R4 8 *TS} +JI E sl>

z <1, .*Ts >

= <s, 5> (2-13)

which is simply a cross-correlation of the complex auxiliary signal
N-vector a with the combined complex scalar signal sc; clearly, a complex
N-vector. Using (2-6), it is possible to simplify (2-13) into an expression
that involves w explicity; that is,
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V Pc(w) -- s, s >

T= <s, 5w * s >
0

- _ As T >_ W <S, So0>

= Cw + b (2-14)

where

C = <s, 8 > (2-15)

the complex N x N conjugate-symmetric covariance matrix
of the complex auxiliary N-vector signal, s, over the batch
of M samples. Its general component is given by

HC..: 'st(m)s (m) (2-16)
m=l

b = <s, s > (2-17)

= the complex N-vector representing the cross-correlation
between the complex auxiliary N-vector signal, s, and
the complex main scalar signal, s . Its general
component is given by

Hb s!(m)so0(m) (2-18)
m=1

As a consequence of (2-14) the minimum-combined-power condition (2-9) leads
to the complex linear system of equations

Cw + b = 0 (2-19)

involving the unknown complex weight N-vector w. The section that follows
discusses possible solutions to (2-19).

2.2 Solution Alternatives

Methods for solving (2-19) fall into a number of distinct categories
including inversion and relaxation. To denote the association with batch
processing and an accompanying covariance matrix, these two categories will

p, IV-8
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be suggestively referred to by the names "Batch Covariance Inversion" (BCI)
and "Batch Covariance Relaxation" (BCR). Although the emphasis of the
present effort is exclusively on the conjugate gradients (CG) method, a
relaxation technique, a brief examination of inversion will provide a useful
perspective for understanding some essential aspects of the CG method.

2.2.1 Batch Covariance Inversion (BCI)

Formally, the solution to (2-19) is simply

-C- b (2-20)

assuming that the inverse of the covariance matrix, C- , exists. In general,
C may be numerically ill-conditioned or even singular with rank less than N.
Since C- may not exist under these conditions, Ione is compelled to seek either
an approximate or a more generalized form of C'.

2.2.1.1 Regularized Inverse

Given a singular matrix C, it is possible to construct a full-rank
approximate version, C, by augmenting C with a sufficient amount of diagonal
variance; i.e..

= C + l (2-21)

where E > 0 is a small fraction of the largest diagonal element in C. C
is referred to as a regularization of C. The approximate solution of (2-18)
is then

w - r-'b (2-22)

where Cis the regularized inverse. Clearly, the accuracy of i with,
respect to satisfying (2-19) will depend directly on the magnitude of E.

It is interesting to note here that c may be viewed as the common
variance of independent additive white noise processes associated with each
auxiliary signal component of s and main sigral s,.

2.2.1.2 Pseudoinverse

Let C represent the N-dimensional complex space. In general, as
w spans CN, Cw will span a subspace CRCCN where R = rank C. Thef, (2-19)
is satisfied by any w of the form

WR + (2-23)
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where iR C CR is unique and w CR = C" - CR is arbitrary. By construction,

0 0; +w b

:C(w w R + b

R 0

= CwR + b (2-24)

as expected. As a consequence, a desirable exact solution of (2-19) is

W WR (2-25)

which ha pens to be the smallest-length solution of the form (2-23) since
wR and w are mutually orthogonal. Solution (2-25) is referred to as the
minimum-norm solution of (2-19).

Solution (2-25) may be obtained by using a unique special inverse
operator, C+ , known as the pseudoinverse of C [6]. One construction of C+

is given in the specialized theorem that follows.

Theorem 2-1. [Pseudoinverse of a Hermitian Matrix]

Let C be an N x N complex Hermitian (conjugate symmetric) matrix with rank
R< N. Given its similarity transformation

C a E A E*T (2-26)

where

E = an N x N complex unitary (orthonormal) matrix whose
columns are the eigenvectors of C. This matrix is often
referred to as the eigenvector matrix and has the unitary
property that

E- I - E*T (2-27)

and, as such,

I11 I = II .ll (2-28)
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indicating that E preserves the Euclidean norm

of any N-vector it operates on.

A = an N x N real diagonal matrix whose diagonal elements are the
eigenvalues of C. Note that when R< N, N-R elgenvalues
of C are identically zero. An appropriate form of A is

0, A* 0

A R  (2-29)

0

00 0" 0
L- L

Then, the pseudoinverse of C is given by

C+  E A +E *T (2-30)

where

A- 0

A+ = (2-31)
R

0
0 0

the pseudoinverse of A

tThe Euclidean norm of any vector z E C is defined by

Iz IIn " n*
na

which represents its length.
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and the minimum-norm solutlion of (2-19) is given by

w = -C b (2-32)

Proof: Consider (2-19) and define the residual vector

r = Cw + b (2-33)

We wish to determine w which will minimize the Euclidean norm of this
residual. Then, wriing

1r 112 - ci + b

= IJEAE w + b 112

= IIE(AE*Tw + E*-.I)ll1

= IIAE*T_. + E*Tb 1 (2-34)

which follows by property (2-28). Now, define the following two vectors

E *Tw = --) = [J (2-35)

E*Tb=8 = [ (2-36)

where w is shown to be a concatenation of u and v representing the first R
components and the remaining N-R components of w, respectively. A similar
partitioning of P is implied in (2-36). Then, upon substituting (2-35) and
(2-36) in (2-34), we get

II11'l = IA. + P11I

= IIA11u 112 ' + II.11 (2-37)
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which follows from (2-29). Note that lirl1 is minimized by any w of the

form

A -[0]
= ] (2-38)

where 0 is the R or (N-R)-dimensional zero depending on its location, and v
is any-(N-R) complex vector. Clearly, a unique minimum-norm a that minimizes
I Ill results by choosing v = 0. By (2-35), (2-36) and property (2-27), it
follows from (2-38) that the general exact solution to (2-19) becomes

0 E

- E + E

Z -EA E* Tb  t { ]01

- w R +wR (2-39)

as stated in (2-23). Clearly, by orthogonality of wR and w, the minimum-
norm solution to (2-19) 

is given by

w -E *T (2-40)
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which is identical to wR and is mathematically equivalent to 'w where_
is the unique minimum-norm value of (2-38). We have thus proved that
there exists an operator

C+ =E A+E*T  (2-41)

the pseudoinverse of C, such that

W -Cb (2-42)

is the unigue minimum-norm solution to (2-19), where, A+ itself denotes
the pseudoinverse of A in direct accordance to definition (2-41). Also,
it should be clear that when C is full-rank (R=N), C+ = C- 1. I
2.2.2 Batch Covariance Relaxation (BCR)

Although the BCI approach is intuitively appealing and there exist
a number of numerically-efficient algorithms for computing an "inverse" of
the conjugate-symmetric matrix C, the major benefit in deriving an "inverse"
is an intended efficient evaluation of a multiplicity of solutions to (2-18)
involving a number of distinct forcing vectors, b. However, in the interest
of minimizing implementation complexity and insuring reliable numerical
performance, especially with increasing dimensionality N, it is imperative
that indirect approaches for solving (2-18) be considered. The CG method,
a particularly efficient special case of the general class of CD methods is
inherently a numerically-robust, finite-step, iterative relaxation techni'ue
for producing the minlmum-norm solution to (2-18) without the need for
explicity computing an "inverse." However, if necessary, it is possible
to compute an inverse operator, Cx, as a by-product of the CG processt, which,
under certain conditions, happens to be the desired pseudoinverse, C+.

2.2.2.1 Method of Conjugate Directions (CD)

The origin of the CG method may be traced back to the independent
investigations by Maguus Hestenes and Eduard Steifel which culminated in
their combined paper [2) in 1952. Both.investigators, aware of previous
work [7] dealing with the solution of (2-18), recognized that it could be
generalized into a category of relaxatimn techriiques that constitute the
class of Conjugate Directions (CD) methods. They succeeded in developing
the CG method and showing that it is a special computationally-efficient CD
method. A detailed mathematical development of the CD and CG methods is
deferred to Section 7 1. For the present, a brief outline of the CD method
suffices to subsequent.Iq introduce the CG method.

An inverse operator, Cx, may be defined for any CD method. Under certain
conditions, Cx is a generalized inverse while under more restrictive
additional conditions, it is the unique pseudoinverse, C+ .

Iv-14



The general CD method is a finite-step iterative procedure for

producing an "exact solution" to the complex linear system (2-19), namely,

Cw + b = 0 (2-43)

Starting with an arbitrary initial estimate, we, the desired solution is
obtained by successive optimal relaxation along a special set of search
vectors 10, p 1 ... which satisfy the C-conjugacy (C = orthogonality) property

(k 1 , Cpj) = 0 ; (i 0 j) (2-44)

More specifically, upon defining the residual vector

r' = Cw° + b

at the initial estimate w ° the CD algorithm consists of the following set
of recursive steps

(2£1, r)
a. (p C (2-45.1)

I (PI, C21)

i+l w
w = w - ip (2-45.2)

ri+l = ri - aiCk (2-45.3)

repeated a number of iterations I< N. where N is the dimensionality of system
(2-43). Note that the CD procedure terminates in I <N iterations when
11.E11 < :11b~l a logical stopping criterion. The quantity <<i1 is chosen
commensurate to the computing precision available.

It should be mentioned here that the sequence of C-conjugate
vectors, 2o p29 .... may be derived by means of a Gram-Schmidt process.
Specifically, employing a complete set of orthonormal N-vectorslei N_
the Gram-Schmidt (GS) process may be used to generate the set of C-conjugate
directions satisfying the conjugacy condition (2-44). As a consequence,
the k-th conjugate-direction vector will be given by

tThe inner-product notation (., ,) is reserved for the vectors in the complex

weight N-space, CN, and must be distinguished from. <% .>, the counterpart
in time-space.
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k-1
k k -i(2-46)

J=O

the familiar telescoping form.

2.2.2.2 Method of Conjugate Gradients (CG)

i+l
Recall from Section 2.1 that the residual vector, r , in (2-45.3)

is, in fact, the complex gradient VwPc(W) evaluated at w = wl+l. The CG
method is a special CD case where te C-conjugate vectors iT, pl, ... are
generated via a built-in GS process using successive gradients at each
iteration. In more specific terms, upon defining the residual and conjugate-
direction vectors by

ro = Cw0 + b (2-47-1)

k _rO (2-47.2)

the CG algorithm consists of the following recursive steps

. _ ' r(2-48.1)(~2i, Cji)

i+l i i (2-48.2)

i+l = i i (2-48.3)

r = r ~ (2-'8"3

1 12Bi tl 11= ( 2-48e.4)

itl i i (2-48.5)

repeated a number of iterations I (N.

It is important to note here that the successive gradlerits r, r1,
may be shown to be mutually orthogonal (or, conjugate) and hence qualify as
basis vectors for a GS expansion. The CC method bears its name for this
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obvious reason. Above all, the greatest significance of the CG method
is in the fact that, as a direct consequence of the particular choice of
the basis vectors, the built-in GS process (see (2-47.2), (2-48.4) and
(2-48.5)) does not telescope as expected in general. In contrast to the
increasing number of terms involved in (2-46), the GS process in the CG
method generates the new C-conjugate vector pl+l from current values of
gradient and C-conjugate vectors ri and i, respectively. The computational
simplicity of the CG method over That of the general CD method is clear.

2.2.2.3 Intrinsic Inverse

It will be shown in the next section that if wo = 0, the solution
to (2-18) obtained via the general CD method may be written in the form

-Cxb (2-49)

where

I-i i i*T
C (2-50)

i=l (P-1, cii1)

is a special inverse operator constructed from successive C-conjugate
vectors. In general, Cx C+ . This may be demonstrated via two simple
examples given below.

Example 2-1. In system (2-43), let b = e, a nontrivial eigenvector of
C with associated eigenvalue X . Starting with an initial solution estimate,

0, the CG method, (2-48), will yield the exact solution

w Tw-e (2-51)

in a single iteration even if rank C>l. In this case,

le I*T
C 

x  = - - -

EAx E (2-52)
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which is the pseudoinverse, C+, only when rank Cml. What is more
significant here is that the CG solution, (2-51), is the minimum-norm
solution, (2-42), even though Cx $ C+ . In the sense that Cx is tailored
to b, it may be called the intrinsic inverse of C with respect to b.
Analogously, Ax is the intrinsic inverse of the eigenvalue matrix A.

I

Example 2-2. Suppose that, in (2-43), C = I and b = 1, the uniform vector.
Then, C+ = C- 1 = I. Starting with an initial solution estimate, w0  0,
the CG method, (2-48), will yield the unique solution

S- 1' (2-53)

in a single iteration even though C is full-rank. However,

b b*T
Cx --

(b, Cb)

b b*T

IbII2

1
S-(2-54)N

where U is the uniform N x N matrix of all l's and N is the system
dimensionality. Clearly, Cx $ C+ = C- . We have thus shown that C is
different from C- 1, even though the latter exists.

I

Motivated by these two examples and recalling a number of others
where Cx = C-' when the eigenvalues of C are nonzero and distinct, it is
intuitively appealing to state the following conjecture conerning a condition
under which Cx = C- 1 might be true.

Conjecture 2-2. [Condition under which the CG Intrinsic Inverse is the
Actual Inverse]

In (2-43), let C have distinct nonzero eigenvalues and b equal to an
exhaustive linear combination of the eigenvectors of C; i.e.,
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N

b= a (2-55)
i~l

iN

where N is the system dimensionality, ai  0 ViC [1,N] and {e }i is the
complete set of eigenvectors of C. Then, the CG intrinsic inverse, Cx, as
given by (2-50) is identically equal to the actual inverse, C-1.
(2-41).

Comment: By Example 2-1, C x $ C-1 if b is not exhaustive linear combination
of eigenvectors as indicated in (2-55). By Example 2-2, Cx I C- ' if the
eigenvalues of C are identical, independent of the choice of b. This seems
to suggest that any multiplicity of eigenvalues of C would lead to a
Cx s C-  A number of specific numerical examples have substantiated this
observation. In fact, the conjecture has held true in a number of examples
where the stated hypotheses were satisfied. Of course, the latter observation
does not constitute a proof and, as such, the stated condition is a conjecture
and not a theorem. The obvious next step is to actually state this conjecture
as a theorem and provide a rigorous proof, something beyond the objective
of the present work.

U

An immediate consequence of the above conjecture is the following
proposition which intends to guarantee that Cx = C- 1, assuming C-1 exists.

Proposition 2-3. [Construction of C-1 Via CG]

Given system (2-19), assume that C has distinct nonzero eigenvalues and let

b = Cd (2-56)

rN

where d E CN 3 E*Td has no zero elements. Then, the CG intrinsic inverse
with respect to b is identical to the ordinary inverse.t

%The reader may be motivated to generalize this proposition by removing this

last restriction. It is intuitively appealing to state that, given (2-56),
Cx = C- 1 with probability one. The proof of the resulting corollary, if
valid, would be much more complex. Note that an event is said to occur with
probability one if the occurrence frequency of the complement event is zero.
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Comment: Note that, via (2-56), b is an exhaustive sum of all the columns
of C. Using the similarity transformation for C, (2-56) may be rewritten
as

b = E A E*Td (2-57)

Then, assuming that E*Td has no zero elements and that A is full-rank,
31 {ai}iNilE C 9

N
a. = A. Sde $ 0 (2-58)

1

and

N

b = a.e i (2-59)
i=l

Then, by Conjecture 2-2, Cx = C-1.

I

It should be mentioned, in passing, that Conjecture 2-2 and
Proposition 2-3 apply to the general CD method when the C-conjugate vectors
involved are contained in the eigenspace of C. This may be guaranteed by
construction. However, since the present investigation is primarily
focused on the CG method, we will examine the general CD method only to the
extent necessary for enhancing the understanding of the CG method.

2.3 Functional Description

Figure 2-1 shows the essential functional blocks that comprise a
general batch process as it applies to the specific adaptive array
cancellation subsystem discussed in Section 2-1.

As indicated, main and auxiliary-port baseband signal samples,
so(m) and s(m), are presented to a "C and b Computation Block" and respective
"Delay Memory Buffers." After an M-sample-batch-time, C and b become
available to the "Batch Algorithm Block," which subsequently produces the
adaptive weight vector, w, in an L-sample period not exceeding the available
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batch-time. Then, for an M-sample period of time, w is applied onto the

auxiliary signal samples comprising the original batch used to compute C
and b. The resulting weighted auxiliary signal sample sum, sT(m-M-L)w,
is finally added synchronously to corresponding main signal samples,
s (m-M-L-K), appropriately delayed by K samples to account for the elapsed
time through the combiner. The final combined output signal is designated

by Sc(m-M-L-K-l), clearly indicating a processor pipeline delay of M+L+K+l.

It should be mentioned that the minimum value of L is determined
by the computation-time of the batch algorithm. A value of L larger than
this minimum may be chosen depending on practical considerations. Although
C and b must be computed over no less than an L-sample signal batch, larger
batches may be used for practical reasons including a potential need to
time-share the batch algorithm.
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3.0 MATHEMATICAL BASIS OF THE BCR PROCESS

An appreciation of the BCR process may be derived from a better
understanding of its mathematical basis. In this section, a detailed
development of the general CD method leads logically to the derivation of
the special CG method. Specific numerical examples serve to illustrate
the validity and some unique features of the CG method, the relaxation
algorithm actually adopted for the BCR process.

3.1 Detailed Mathematical Development

The derivation of the CG method is most clearly motivated from
the mathematical development of the general CD method. Accordingly, the
CD method is derived first. The CG method is developed subsequently as a
special case of the general CD method. Before proceeding, however, some
preliminary remarks are in order.

Recall that the batch formulation of the adaptive array problem
considered in the previous section has led to the complex linear system

Cw + b = 0 (3-1)

where C is an N x N conjugate-symmetric matrix, b is a complex forcing
N-vector and w is the complex adaptive weight N-vector to be determined.
Recall that (3-1) simply states the necessary condition that Pc(w) attain
a minimum at some value of w. More specifically, (3-1) requires that the
complex gradient of Pc(w) with respect to w be identically equal to zero
at a minimum point, w.

The desired complex adaptive weight N-vector, w, may be determined
by means of the CD and CG methods to be derived. Central to this development
are the algebraic properties of b and C in (3-1). To start with, it is
important to note a fundamental property of the complex N-vector b based on
the geometrical significance of (3-1). Letting CN denote the complete
complex N-space, define the eigenspace of matrix C by

C veC : Cw=v,Vw l(3-2)

Note that CR is a subspace of CN generated by C upon operating on all
members of CN. The superscript R in CR refers to the fact that it may be
spanned by a linear combination of no less than R independent complex
N-vectors. In fact, R = rank C , N. In view of (3-2), the complement
space, C = CN - CR, is the null-space of C. Clearly, Cw c 0 f

_W c . Since (3-1) is satisfied exactly, it follows that b(Cl = 0;
that is b is entirely contained in the eigenspace of C. ThTs property
of b is pertinent to the mathematical development that follows.
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The %pecial properties of matrix C are also crucial in the
subsequent discussion. Note that C is a Hermitian matrix with the
oonjugate-sywmetric property

C Z CeT (3-3)

An important consequence of this property is embodied in the following
theorem.

Theorem 3-1. [Eigenvalue Property of a Hermitian Matrix C]

The elgenvalues of an N x N complex Hemitian matrix C are non-negative
real.

Proof: Let e r CR be a nontrivial eigenvalue of C with a nonzero
igenvalue A. 'Then, by definition,

Ce X Xe (3-4)

where e is understood to be normalized to a unit Euclidean length; i.e.,

112 " (e, e) e *T (3-5)

Then, it follows from (3-4) and (3-5) that

(e, ce) x e Ce

= e*T~e

X Xe eT

sA )(3-6)

whence, (3-3) implies that

IV-24



= (e, Ce)

= (e*TCe) 1

- eT C*e

= (CTe)Te

- (Ce)Te*

-e T e

SAeTe I

(3-7)

Hence, the nontrivial eigenvalues of C are positive real. If e E , it
follows by (3-2) and (3-4) that X= 0. Therefore, the eigenvalues of C are
non-negative real.

An important implication of the above result is the non-negative
definite property of C in the following corollary,

Corollary 3-2. (Non-negative Definite Property of a Hermitian Matrix C3

Let C be any N x N Hermitian matrix. Then for any w E ,

(w, Cw) = a > 0 (3-8)

where a is real.

Proof: Let

N

dt
i=l
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N

= d.e+ ' d.e'

i=R+l

W + w (3-9)

whr R e R  Tn R R  As,{i
where w e C and C Also, l is a complete orthonormal basis
of complex N-vectors in CN, the first R of which are the nontrivL.l eigenvectors
of C contained in CR while the remaining N-R are contained in C . Note that
(3-19) may be written as

w = ED (3-10)

where E is an N x N complex matrix whose columns are the eigenvectors
11 l L and D is a diagonal matrix of the corresponding coefficients Idil i=
Recalling that C may be written as the similarity transformation

C = EAE* T  (3-11)

where A is the diagonal matrix of eigenvalues of C, we see that by the
unitary propertyi of E,

(w, Cw) = wT Cw

= DE EAEED

= D AD

R
-- ldi12

i=l

(iR -CW R- (w , Cw)

> 0 (3-12)

clearly, a non-negative real quantity. In particular, note that when
wwR, (3-12) is identically equal to zero.

lAn N x N matrix E is unitary if E= E T

IV-26

-. ~ Plow.



Another property of C that pertains to the discussion to follow is
included in the following lemma.

Lemma 3-3. [Mutual Conjugacy of Two Vectors with Respect to a Hermitian
Matrix C]

Let C be an N x N complex Hermitian matrix. Then, for some u, v C CN

(u, Cv) = 0 (3-13)

if an only if

(v, Cu) = 0 (3-14)

By (3-13), u is orthogonal to Cv or C-conjugate to v. Similarly (3-14)
states that-v is C-conjugate to u. When both (3-137 and (3-14) hold, u
and v are said to be mutally conjugate with respect to C, or mutually
C-conjugate.

Proof: Assume that (3-13) holds for some u, v E C. We wish to show that
(3-14) holds by implication. Accordingly,

0 = (u, Cv)

= (u, Cv) *T

= (u*TCv)*T

= v*Tc*T u

= (v, Cu) (3-15)

as desired. The reverse implication is the identical argument in reverse.I
3.1.1 Derivation of the CD Method

Consider the complex linear system (3-1). Let w be an arbitrarily
chosen initial estimate of its general solution, _, defined by (2-23).
Corresponding to this estimate, define the initial residual vector

IV-27



r ° = Cw0 + b (3-16)

which, as described previously, represents the complex gradient of the
combined power function, Pc(w), with respect to w, evaluated at wo. Then,
assuming that rank C = R < N, there exists a set of Q linearly independent
N-vectors

{k} Q-1-E &N (3-17)

where Q :j R, such that, a general solution to (3-1) may be expressed as the
linear combination

Q-l

7 =wo Q1 k(3-18)

k=0

where Cakt k-  are expansion coefficients to be determined. Since the
residual vector, i, corresponding to solution Z happens to be identically
equal to zero, it follows from (3-16) and (3-18) that

Q-1

.E 0 CP c (3-19)

If a linearly independent set of vectors pk1  could be constructedk=O cudb osrce
such that any two different vectors could be mutually C-conjugate, then the
computation of the expansion coefficients would follow readily. In fact, if

(P i, CPJ) = 0
(3-20)

ij e [0, Q-13 i #j

then, in view of (3-19)

19k , k )
- (~,(.3-21)

Vk G [0, Q-l
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prvddtht k kk°

pr ovided that (2k, c.) P 0, or, more precisely, C£ k1 0. This clearly

indicates that the vectors must intersect the eigenspace of C
to be admissible. The appropriateness of the C-conjugacy condition (3-20)
is proved in the lemma that follows,

Lemma 3-4. [Consistency of Linear Independence and Mutual C-Conjugacy
of Vectors kI Q- ]

Assue that vectors Ipk -- are mutually C-conjugate in accordance to (3-20).
This choice is consistent with the linear independence assumption of these
vectors.

Proof: Let Ikj Q-1 be a set of linearly independent vectors. Then,
by definition,

Q-I1Q1 k =O(3-22)

k=0

if and only if ck = 0, V k E [0, Q-l]. Assuming that

Cp 0
(3-23)

V j [0, Q-l

it follows by (3-19) and (3-21) that

0 = (Q..l akCE

= cj(21 , Ck) (3-24)

which implies that aj 0 0, since, by Corollary 3-2, (j[, C21) 0 0
V E [0, Q-l]. Hence, linear independence of the set of Q vectors
Ipil I is consistent with their mutual C-conjugacy.

The general solution (3-18) may be viewed as a finite sequence of
estimates -wi1 where
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i-i

w i =w -k (3-25)

written, alternatively, as the recursion relation

w +1 = - asip (3-26)

where i 0, 1, ..., Q-1. Clearly, solution (3-18) is simply

- w-l (3-27)

the last iterate of (3-26). Upon substituting (3-26) into (3-1), we get a
similar recursion relation for the set of corresponding residual vectors
{ri1 i.e.,

.Ki+l = E i - aiCPi (3-28)

where i = 0, 1, ..., Q-1. The residual of the solution (3-27), clearly the
last iterate of (3-28), is identically equal to zero as mentioned previously;
that is,

= Q -1 = 0 (3-29)

which is consistent with expression (3-19). In view of (3-21), (3-26) and
(3-28), we have proved one form of the general CD method included in the
following theorem.

Theorem 3-5. [Standard Form of the CD Method]

Consider the linear system

Cw + b = 0 (3-30)

where C is an N x N complex Hermitian matrix of rank R, b is a complex
N-vector contained in CX, the eigenspace of C, and w is The unknown complex
N-vector to be determined. Let

i -o (3-31)
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be a set of Q, Q .S R j N, linearly independent complex N-vectors having
the properties of

(1) Nonzero intersection with eigenspace CR; i.e.,

i CR

(3-32)

V iE[O Q-l]

(2) Spanning the eigenspace CR via a linear combination; i.e.,

Q- 1

CR E E CN : v asp' ; V ai C C', i E [0, Q-l] (3-33)
a0

where C1 is the space of complex scalars.

(3) Mutual C-conjugacy property; i.e.,

(', cj) = 0

(3-34)

vi, jE 10, Q-l; i 0 j

Then, a general solution to (3-30) is the last iterate, w0 1 , of the Q-step
iterative procedure that begins with an initial solution estimate w e and
corresponding residual vector r0 = Cw0 + b and repeats relations

,r)

i~l i, -p i(3-35.1)

i+l i i
w =W w - (3-35.2)

E~ W -r i - lcl. (3-35.3)

for i = 0, 1, ... , Q-1. This procedure will be referred to as the standard
form of the conjugate directions (CD) method, where conjugate directions
refers to the C-conjugate set of vectors
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Proof: The hypotheses and the standard CD method stated by this theorem

follows from preceding discussion starting with Section 3.1. I
Although the standard CD method is strictly correct as stated in

(3-35), attempts to minimize roundoff error in actual computation has led
to a slight reformulation of the algorithm [2]. The basis for the alternate
CD algorithm is the following lemma.

Lemma 3-6. (Special Properties of (pi, ri) in CD Method]

In the standard CD method defined by Theorem 3-5, the inner product (P i, r])
has the following properties:

( 10) Q21 r)(3-36)

V i_ j ; i, j E [0, Q-l)

and

(i' r3) = 0
(3-37)

V i < j ; iE [0, Q-l], j E [1, Q-1)

Proof: By the C-conjugacy property (3-34) and recursion (3-35.3), we see
that

(£i r') =(pi ri-l) . £ i sO~i~S

0
i i-2 1 1

: (i MO) (3-38)

V I .> j ; i, j E [0, Q-l. This is precisely (3-36). On the other hand,
using the additional expression for expansion coefficient (3-35.1) and
incorporating (3-38), we see that, for I <
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|I

= ( i ri) _ ci(2 C J)
-P L 1- C

0 (3-39)

V I <j ; i E [0, Q-l, j E [1, Q-l1. This completes the proof. I
The alternate form of the CD method may now be stated in the

following theorem.

Theorem 3-7. [Alternate Form of the CD Method]

Given all the hypotheses of Theorem 3-5, a general solution to (3-30) is the
last iterate, wQ-l, of the Q-step iterative procedure that begins with an
aribitrar initial solution estimate, wO, and the corresponding residual
vector, r = CwO + b, and repeats relations

1 . r i (3-40.1)

w = w - ai2 (3-40.2)

E = I i 
-oIC.

i  (3-40.3)

for i = 0, 1, ..., Q-1. This procedure will be referred to as the alternate
form of the conjugate directions (CD) method.

Proof: Result (3-40) follows from Theorem 3-6 and Lemma 3-7. 1
The description of the CD method is not complete without a means for

constructing the set of linearly independent C-conjugate vectors, J Z p -1
One possible construction involves the use of a complete orthogonali
basis of vectors, I i : N-1 which can span the complex N-apace. CN, via
a linear combination in1Ee sense of (3-33). Subsequently, using a procedure
similar to the Gram-Schmidt process, it is possible to generate a set of
mutually C-conjugate vectors fj 0l9- , as desired. This construction scheme
is presented in the following lemmt.
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Lema 3-8. [Construction of C-Conjugate set of N-vectors =0 Q-lfrom a Complete Orthogonal Set )-i  I
1=0

Let be a complete orthogonal basis of CN; i.e.,

1N-0

CN cl : ap1 ; V a. ' oMl (3-41)

i=O

Then, a set of Q linearly independent C-conjugate vectors
may be defined as follows. The first vector is arbitrarily iO

defined by

2p.O = ak 0  (3-42)

where h 0 = min[O, N-I E )C2 0. The general such vector is given by

1-1

2-i ki + i (3-43)

j=O

where

= (> 'j (3-44)
(i (, Ci)

and Ikil is a subsequence of indices in the range (0, N-lI while i and j
range over [0, Q-l] and [0, Q-2], respectively, with i >j. Furthermore,
Q S R = rank C.

Proof: Following the Gram;Schmidt (GS)t procedure, the first of the
C-conjugate vectors, po, is defined by

ko = a ko (3-45)

tIn the standard GS procedure pl is constructed to be orthogonal to pa by

removing from qkl its orthogonal projection, 01,0pO , onto pO. In contrast,
the GS procedure appropriate for the CD method requires that p2 and po be
mutually C-conjugate.
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wh okal N-li -.10 n CR 0 p, or Cko - 1 0 , The next
C-orthogonal vector is given by

k I k1 + (3-46)

where k = min[k 0 l, N-i) 3 ki, CRO p, or C2p1 0. The GS coefficient

is determined by invoking the desired C-conjugacy between pi and p0

0 = (2', C0)

= (-qak + 0,o(p0 C 0 )

k: ( 2 o) + . (2 0. eE ) (3-7)

yielding

B 1,0 k1' C2
0 ) (-8

(.0, C2
0 ) (3-48)

which is well-defined, since (20, C2
0)>0 by Corollary 3-2. Proceeding

accordingly, the general C-conjugate vector is given by the familiar
telescoping series

i-1
+ E oi,jpj (3-49)

J=0

where ki = min[ki_,+l. N-i) 9_kir CR 0 p, or Cpi  0o. By mutualj
C-conjugacy of 21 and the set of previously defined vectors
we can determine the GS coefficients I.i i-. In fact, for 3=-

j [0, 1-1], (3-48) implies that J=O

= ( + oi,jj , C2 j)

= (ski cp) + , C2J) (3-50)
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yielding

- a (3-51)

where k. 6 [0, N-l 9_ ki ) fR 0 i E [0, Q-l], j e [0, Q-2] and i > j.

Note that Q < R = rank C, since it takes no more than R linearly independent
vectors to span CR. I

Variations on the basic construction approach described above are
possible. However, the most interesting such construction is the built-in
GS procedure of the CG method developed next.

3.1.2 Derivation of the CG Method

The CG method is a special case of the CD method in which the basis
vectors are the iteratively generated gradients Iril Q-1 Which are used to
construct corresponding C-conjugate search vector-" i=l {2il 9-1 via a
procedure similar to that of Lemma 3-8. It turns out that this particular
choice of basis vectors leads to a relatively simple expression for the
general C-conjugate vector. In contrast to the telescoping complexity (3-43)
in the CD method, the general C-conjugate vector in the CG method is given by
a first-order recursion involving the current gradient vector and the previous
C-conjugate vector as indicated in (2-48.3). This constitutes the major
advantage of the CG method over the general CD method which becomes especially
significant with increasing system dimensionality, N.

The rigorous derivation of the CG method follows logically from the
general CD theory already developed, as presented in the following theorem.

Theorem 3-9. [Conventional Form of the CG Method]

Consider the linear system

Cw + b = 0 (3-52)

where C is an N x N complex Hermitian matrix of rank R, b is a complex
N-vector contained in CR, the eigenspace of C, and w is the unknown complex
N-vector to be determined. Then, a general solution to (3-52) is the last
iterate, wQ- , of a Q-step iterative procedure that beiins with an initial
solution estimate, E 0 and a corresponding residual, r CwO + b, and
repeats relations
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i = • •J-53.1)

wi+l w
w = _ - Ctip (3-53.2)

i !,El~
i _l -i. (3-53.2)

=1 (3-53.4.)

B Ii 1I2

i+l i+l +i p  (3-53.5)

for i 0, 1, ... , Q-1. This procedure will be referred to as the conventional
form of the conjugate gradients (CG) method, where conjugate gradients refers
to the orthogonal set of gradient basis vectors, 1xil Q-l, generated.

i=O

Proof: Let w0 be an arbitrarily chosen initial estimate. If the corresponding
residual or gradient vector r = 0, Q = 1 and the theorem holds trivially.
Assume that r0 $ 0. Then, let the initial C-conjugate vector be defined by

0 = r o  (3-54)

By Theorem 3-7, relations (3-40.1) and (3-40.3), it follows that

I .O11 2
0 = (P oCPO (3-55.1)

r o = r00 - O CPO (3-55.2)

r =r 0

With rl at hand, define the second C-conjugate vector

= =rI + 10 p O  (3-56)
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Then, by (3-54) and Lemma 3-6,

0 (p2 r')

- (r0,IX') (3-57)

implying that the first two gradient vectors, r° and r1 , are mutually
orthogonal. This qualifies then as basic vectors, as desired.

For p to be an admissible C-conjugate vector, it must be C-orthogonal to
R0. In fact, if r' $ 0, there exists a coefficient 81,o such that the
C-conjugacy holds nontrivially. Invoking the C-conjugacy condition, and
using (3-54) - (3-57), we have

0 = (21,c20)

O (r I + l 0 £ 0,r o - r l )

0 iI_1 l2  + 1,o I 0 1 , _ (3-58)

whence,

ai1o- (3-59)

which is well-defined, since ro 0.

In view of (3-56) and (3-57),

(,_ ) =(ri + 1,0£° 0 )

r I11 2 (3-60)

so that, by Theorem 3-7,

II_ .III2
, (3-61.1)
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r2 = r - iC£' (3-61.2)

Now, define the third C-conjugate vector by

22 r2  B2,op + 82,12 (3-62)

Before proceeding with the actual determination of constants 8 2 0 and
82,1, it is important to establish the orthogonality of r2 to rs and r I.
By (3-54), (3-56) and Lemma 3-6,

0 (P0 ,r2 )

(r0 ,r2) (3-63.1)

0 (2I,r2)

(rI + 8 0 , r2 )
: (rI r 0 + - r ,

_ 2 ) (3-63.2)

which, combined with (3-57), may be summarized as

(r1,r]) = 0 (-4
(3-64)

Vi,j [0,2) ; i $ j

the desired orthogonality property of the first three gradient vectors.

It is now possible to specify (3-61). Invoking the C-conjugacy condition,
and using (3-54), (3-55.2), (3-58) and (3-64) we get

0 (22,020)

= ( 2  82 0 1 C2
0 )

2,0 + 2,1P

( + B2, r )

8 0 I1j_° 112 (3-65)
2 I3
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implying that

S0 (3-66)
290

Similarly, using (3-60), (3-66) and (3-61.2),

o = (p2,C£*)

= (r 2 + 2 22,cZ2)
92,1

= (r 2 + B 2
1 ,r2 _ r1)

2,1

* I I_2 112 + 1Ir1 112 (3-67)

which leads to

jjJ I
2,11

From (3-66) and (3-68) we can conclude that (3-62) reduces to an expression
for p2 dependent on r2 and pl but not on p0 . We are thus tempted to conclude,
that (3-53.5) holds in general. To prove this assumption, we use induction.
Assume that, in the k-th iteration, we have

k k k
2=- r + (3-69.1)

(r',r ] ) 0 , V i,j E [O,k] i # (3-69.2)

We wish to show that (3-69) holds for the (k+l)st iteration. Noting that

r Z+1 = r t #I £CP-
(3-70)

V LE [O,k]
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by Theorem 3-7, assume that the corresponding C-conjugate vector is
given by

k
k+l k+l +E akl P£ (3-71)

1=0

We wish to show that (3-69) implies that the only nonzero coefficient in
(3-71) is 8k+lk and is defined consistently with (3-53.4).

Letting 2 < k, Lemma 3-6 implies that

2 k+l

2. 9L-1 k+l( r +- ,_l ,_ )

, £ k+l,
= (r ,r ) (3-72)

which extends the orthogonality condition (3-69.2) to the (k+l)st iteration.
In addition, using (3-70) and invoking C-conjugacy, we get

0 = (Pk. CP2 )

k+l k 2i

-- k+l 2.+1 8kl t
(r r +) + l,t(lr

= - k+l,_ 2+l + k+ltlljll (3-73)

which leads to

1 k+l 2

Bk~, ilri ; 2=k

-k+, L k  (3-74)

0 1 <k
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In vie% of (3-69) and (3-74), (3-69) has been extended to the (k+l)st
iteration and thus holds in general. As a consequence, the CG procedure
(3-53) is valid for i = 0, 1, ..., Q-1 where Q is the iteration number for
which rQ = 0. This completes the proof.

I
As in the case of the general CD method, the CG method has

standard and alternate forms as stated in the following two theorems.

Theorem 3-10. [Standard Form of the CG Method]

Given all the hypotheses of Tbeorem 3-9, a general solution to (3-52) is
the last iterate, wQ-1, of the Q-step iterative procedure that begins
with an arbitrary initial solution estimate, w , and the corresponding
C-conjugate and residual vectors p r = Cw0 + b and repeats relations

a. r: (3-75.1)

i+l i i (3-75.2)w =w - i

i+l i 1r = r -ci p (-53

i (3-75.4)
= 2

i+l i+l + . (3-75.5)

for i 0, 1, ... , Q-1. This procedure is referred to as the standard form
of the conjugate gradients (CG) method.

Proof: Result (3-75) follows from Theorems 3-5 and 3-9.

I
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Theorem 3-11. [Alternate Form of the CG Method]

Given all the hypotheses of Theorem 3-9, a general solution to (3-52) is
the last iterate, wQ- I , of the Q-step iterative procedure that begins with
an arbitrary initial solution estimate, w and the corresponding
C-conjugate and residual vectors p= -= Cw0 + b and repeats relations

( . : (3-76.1)

1 (pi ci)

i+l t - ip (3-76.2)

i+l i i
E i _E - aiCp (3-76.3)

8. = - (3-76.4)
1 11ri111

i+l i+l (3-76.5)

for i 0, i ... , Q-1. This procedure is referred to as the alternate form
of the conjugate gradients (CG) method.

Proof: Result (3-76) follows from Theorems 3-7 and 3-9.

I
3.2 Proper-ties of the CG Method

The CG method has a number of special properties, some of which are
discussed below. As in the case of the general CD method, the CG method may
be designed to yield a minimum-norm solution as well as an intinsic inverse.
Its numerically-efficient, flexible and stable structure characterizes its
overall iumerical robustness.

3.2.1 Minimum-Norm Solution

The condition under which the CG method yields the unique minimum-
norm solution to (3-52) is stated in the following theorem.
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Theorem 3-12. [Condition for Minimum-Norm CG Solution to (3-52)]

The CG method as presented in Theorems 3-9, 3-10 and 3-11 yield the unique
minimum-norm solution (2-42), of system (3-52), when wO E CR; that is, when
the initial estimate is contained within the eigenspace of the N x N
Hermitian matrix C in (3-52).

R
Proof: Note that, by (2-18), b E C . Then, by definition (3-33), it
follows that p0, rO E CR for any initial estimate, w0 . In fact, by
definition (3-33), all vectors in the CC procedure are contained in CR
with the exception of wi'l . A choice w0 E CR guarantees that wi+iE CR

Since rQ - 1 = 0 for some Q < rank C < N, wQ-l = C, the unique minimum-norm
solution (2-42).

I
3.2.2 Intrinsic Inverse

The CC method yields an intrinsic inverse as stated in the following
theorem.

Theorem 3-13. [The CC Intrinsic Inverse of Matrix C in (3-52)]

The intrinsic inverse, Cx , of matrix C in (3-52) is given by

Q-1 i i * T

.9X
i= (X C l  

(31-77)

Proof: Let w0  0 in Theorem 3-10, whence r= b. By Theorem 3-12,
T-== Q, the minimum-norm solution. Then,-using (3.75.1) and (3-75.2),
we see that

Q-1

i=0
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Q-1 (£i,)

Q-1 i* 
T

*-G (2 1,C2 )

=-CXb (3-78)

where Cx is given by (3-77).

I
It should be noted that the properties of the CD intrinsic inverse

discussed in Section 2.2.2.3 apply equally well to the CG intrinsic inverse.

3.2.3 Numerical Robustness

It has been shown that the CG method is a computationally efficient

form of the general CD method. As a consequence, a finite-word machine
computation using the CG method will yield a smaller roundoff error in the

final solution. However, the most important feature of the general CD method
and, hence, the CG method, is its inherent numerical stability. That is,
each new weight-vector iterate, wi+l reduces the value of the combined
power metric

P (w) = + so11

(w,<s,sT>w) + 2Re(w,<s,so>) + Ilso 1 2

(w,Cw) + 2Re(.,) + P0  (3-79)

where P0 is the main-port power over an M-sample batch of signal data.

Noting that Pc(K) is a nonnegative-real quadratic function of w that
represents a hyperparaboloidal surface in (2N+l)-space, its iterative
reduction with each new weight estimate may be viewed geometrically as a
descent process on the hypersurface along C-conjugate search directions.
This descent-property which guarantees the numerical stability of the CG

method is demonstrated in the following theorem.
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Theorem 3-14. [Descent Property of the CG Method]

Let w be the current estimate of some iteration in the CG procedure and
consider the variation of P (w) along the cord

w =w- a£ (3-80)

where a is a scalar factor. Then, P (w') attains a unique minimum when

(2,r)
( p-(2,cp ) (3-81.1)

1 !jrll2  (3-81.2)
(£,c£)

It is then said that Pc(W) has been relaxed optimally along -p.

Proof: By (3-79) and (3-80)

pc(W) = (w',Cw') + 2Re(w,b) + Po

= (w - ap,C(w- ap)) + 2Re(w - c 2_,b) + Po

= I(.RCp) -2Re{ai*(2,w + b)} + P (w)

= 1c1 2(p,Cp) - 2Re{o *(p,r).} + Pc (w) (3-82)

where a is assumed to be complex, in general. The value of a that minimizes
(3-82) may be found by setting its "complex derivative" with respect to a
equal to zero; i.e.,

0 = W)

=a c - c-

= a(pCP) - (2,r) (3-83)
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which, for the CG case, leads to the desired result (3-81), where a is
nonnegative real by Corollary 3-2. In the general CD case where (3-83)
also applies, a may be complex.

Upon substituting (3-81.1) in (3-82), we get

(p,r) 2 (pr)(pr

Pc(w') = j n (p,Cp) - 2Re + PC (w)

:P (w)
c - (, Cp)

< P (w)

the desired descent property.

I

As mentioned previously, the CG procedure will terminate
at an iteration when 11r 1 < e Ifb 1f, where E is a positive real scalar on
the order of the precision of the sampled signal data and the machine employed.
For example, if the data used is accurate to 8 bits, it is reasonable to
chose E = 2-8, assuming the machine computation is sufficiently precise to
offset any significant roundoff error buildup.

Of course, with increasing dimensionality N, it will be less and
less likely that the roundoff error could be contained well enough in order
that the above stopping criterion make sense. It has been shown [2] that the
roundoff error buildup is worst in the standard CG method defined by (3-75).
The conventional form (3-53) will reduce this error.

A further improvement may be realized in the alternate form (3-76).
Finally, additional accuracy could be achieved if the GS coefficient is
redefined by

i+l i
: - -

(3-84)(2 , C£1

where (3-53.1) and (3-76.3) have been used to modify (3.76.4).
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As N becomes larger and larger, even these measures become less
effective in containing the roundoff error to a sufficiently low level.
If, in fact, the roundoff error is so large that the stopping criterion
is far from being satisfied, it is always possible to use the final weight
estimate as an initial estimate in a second CG execution. Then, the
roundoff error associated with the final estimate during the first
execution could be significantly reduced during the second.

Clearly, the CG method possesses an efficient iterative
structure with an inherent numerical stability and the capability of
minimizing roundoff error. For these reasons, it is a numerically-robust
computational procedure.

3.2.4 Cancellation Ratio Computation

In connection with the sidelobe cancellation system considered,
the combined-port signal power, Pc(w), over an M-sample batch has been
given in (3-79). This expression may be rewritten as

P (w) = (w,Cw) + (w,b) + (w,b)* + P

=wr) + (wb)* + P0  (3-85)

since r = Cw + b. Note that (3-85) is completely defined by the main-port
power, P0, the cross-correlation vector, b, and CG variables w and r. As
such, (3-85)is in a convenient form to compute the cancellation ratio as
part of the BCR process. Specifically, thIs ratio is given by

CR(w) = 10 log 1 0  0 (3-86)
P0 + (wb)* + (wr)

If (3-86) were appended to the BCR process as a performance monitor, it
would provide a numerically-reliable stopping criterion. In fact, by the
descent property of Theorem 3-14, we should observe an increase in CR(w)
with each new iterate, w. When CR(w) stops decreasing appreciably or
increases because of excessive roundoff error, the process may be
terminated using the present or previous value of w, as appropriate,
and reinitiated as necessary.
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3.3 Illustrative Examples

The overall understanding of the CG procedure may be enhanced by
actually working out specific numerical examples. Below, we consider
two simple examples of a two-dimensional system (3-1). The first example
involves a full-rank complex Hermitian matrix C. It is solved by three
different methods: inversion, CD and CG. The second example involves
a real-valued singular matrix C. It is solved by regularized inversion,
pseudoinversion, CD and CG. In as much as it is possible, the features
of the CG method are illustrated quantitatively.

3.3.1 Full-Rank Covariance Case

Consider the complex system

Aw + a 0 (3-87)

where

A=(~

(3-88)

We wish to determine w which minimizes the performance index

j(w) IIA_- + a (3-89)

that is, the value of w at which the "complex gradient" V J(w) vanishes.
This leads to the linear system

Cw + b 0 (3-90)
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where

C = A* TA

= (j) 
(3-91)1 2

b A* AT a

We will solve (3-90) for w by the following three methods.

Inversion Solution:

By inspection,

C-I 1 ( 2 -(l+j))

-(-c (3-93)

so that, the desired unique solution to (3-90) is given by

_!

w -C b
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I(-I )

= - 1+-(l1)

which happens to satisfy (3-87) and certainly (3-90).

I
CD Solution:

Below we will use Theorem 3-7 and Lemma 3-8. First, choose basis vectors

gO = [1 0 ]T (3-95.1)

aI = [0 1]T (3-95.2)

Then, construct C-conjugate vectors p0 and pi according to Theorem 3-9,
as follows:

R 0 = q (3-96.1)

2' z qI + 0 (3-96.2)

where, by (3-44)

80

2(l+ (3-97)

2

since, by (3-95) and (3-96)
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_(j'C-,0 ) = (1j j

(2o0Co) =(1) (12 2

Hence, by (3-96),

) (3-98.2

212

- -0~(~) (-98.2

Letting w = 0 and thus ro = b, we follow the CD process as defined by (3-40).
In fact,

0 (20'00)

1 (3-99)
2

and

ri r0 - 0 0C210
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I ~~) 
(12I 

II 
)I

7 -((3-100)

Since

2C2

then

(2 p

1 (p 1,C 1)

2 -(l +j)

-.-_ (l+j) (3-101)2

and

r 2 : I- _ c Cpj

+ 0 1 (+j) (3-102)S-(l+j) +-0

Finally, the desired unique solution is given by

w = o 0 0 1,21
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(0) 2 (0) 4 ( J )

- l (3-103)

which is identical to the inversion solution, (3-94).

!
In this simple example it is possible to cite, specifically,

a number of features that characterize the CD procedure. By (3-101), we
have substantiated the fact that in the CD method, the rela:-ation coefficient,
cL, is generally complex - an observation made in the proof of Theorem 3-14.

Another important property of the general CD method is the
diagonalization of matrix C via the transformation.

D -P p*Tcp

= p! )c( '(PO ,)*TC(20 1i)

( (3- 104)

which is simply a manifestation of the C-conjugacy property. It should be
emphasized here that i0 and pi are not eigenvectors of C, and D is not its
eigenvalue matrix. Actually, the eigenvalues of C are 2 + /- and 2 - -2.

The descent-property may be quantified by direct substitution of
w o, w2 = w 0 - ap and w2  H into the quadratic performance index (3-89).
The three corresponding successive values of (3-89) are found to be

J0 = J(w0 )

= 11a 11

: i (3-105.1)
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J = J(w1 )

Ilw' + aj 2

_I (1) +

_1 ( ?-105.2)
2

which, by (3-89), could have been computed by the equivalent relation

= 1,r') + (wlb) + J (3-105.3)
. .. .0

Since we have already shown that

J2 = J(w2 ) = 0 (3-105.4)

we have illustrated the descent property for the general CD method; namely,

Jo > JI > J2.

A final property of the CD method which may be demonstrated in
the present example is the construction of the intrinsic inverse, Cx. By
(3-77),

,- POO T  pl l T

(P (£0,¢£) (21,C21)

/ (1 0)2 2(

02 -(-0 4(3-106)

Note that, in this case, C X C- , the inverse given in (3-93).

IV-55

NoetaiIhscse x =C l  h neregvni 39)

.4.- .



CG Solution:

Here, we will use the conventional form of the CG method as given in (3-53)
of Theorem (3-9). Starting with initial conditions,

w/l (3-107)

(0 I

and lir112 2, we proceed with the first iteration. Since

CQO = (2 l+ )( l) (3-j

(pOCP0 ) = (1)T ( 3 ) = 6
S 1-3

then,

(j0 1 2
ao (p O , 2*

0
)

1 (3-108)
3

11

wi wo _t %Op

S V-56,

.. IV-56

1(-) (



AD-A109 927 MOTOROLA INC TEMPE AZ GOVERNMOtT ELECTRONICS DIV r/G P()/14
BATCH COVARIANCE RELAXATION (SCRI AOAPTIVE PROCFSSIAT ACAU.G 81 S 14 ANIEL KERTESZ F30b O -C-0131

UNCLASSIFIED 8512-F RADC-TR-S1-212 " IL3 7

.111II II'll''muuuuu



s'4 1.20

.i 1 1,2.

51.8

II1.25 IIIILA 111.6

MICROCOPY RESOLUTION TEST CHART

NAOIONAL BIIR[AU (IF STANDARDS 1963 A

.. .. ........ . .1



~(i)- 3 (-3Lx)(31)
3 (3-2)o

II.° I1"

1 
(3-110)

and

'= ' )

1(_(13j) (3-112): " -(3+j) (3/]2

In the second iteration, since

C~ 2..j \-()3+ )/
CP -2 3+j'

9
I 2(3j+1) - (1+j)(3+j)\

-9 (1-j)(3j+l) - 2(3+j) /
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81 3+j

(21 6
4

27

then,

cxI =

91() L4;)
3
2 (3-113)

w2  
w 1 

3- a

\j+a)l
S -3-j

= (-3-3j\~
T 3+3j

2 1 (3-114)
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r 2  I a IC-
1

-0 (3-115)

The CG process is terminated at this point of the second iteration, since
II E2Ii = 0. Obviously, w2, which agrees with previous results, (3-94)
and (3-103).

As a consequence of this example, it is possible to cite some
specific properties of the CG method. In contrast to the CD method, the
relaxation coefficient, a, in the CG method is always real.

As expected, the C-conjugacy property in the CG method gives rise
to the diagonalization of matz'x C via the transformation

D p*Tcp

= (20 2.1)*Tc(.. 2,)

=( 4/27) (3-16)

Note that this value of D is different from that of (3-104) in the CD
solution. Similarly, 20 and pi are not eigenvectors of C, and D is not
its eigenvalue matrix.

The descent property of the CG method may also be demonstrated.

At the initial estimate, w0 0 0, the performance index value is

Jo :1 (3-117.1)

as in the CD case. At the first iterate, w3,
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J, 3(w1 )
3 0

S) -l+

li.1  1

21 (3-117.2)
3

ji (w1 ,r 1 ) + (w11b)* + J

=t(: T _ +gQ )T
() +i

2
0 -- +j

9

1 (3-117.2)

3

and, as before,

or e 0 (3-117.3)

Clearly, J0 > J)> J2, as in the CD case. In comparison, J1 is smaller
in the CG case because the relaxation is alc.ng -r_ , the direction of steepest
descent.
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The CG intrinsic inverse may now be computed by using (3-77).
In fact,

Cx  o*T

( 2 OC20 ) (£cp )

1- 12_6 +8j 10

S12 
-6(1+j))

2 -6(1-j) 12

2 -(l-j) 2) (3-118)

which happens to be the inverse, C-1 , in (3-93).

It should be noted that the CG procedure took 2 iterations to
produce the solution, which corresponds to the rank matrix C. The
probability that it could have terminated in one iteration is zero since
the eigenvalues of C are distinct and b is a linear combination of the two
associated eigenvectors. The latter claim follows directly from the
initial discussion in Section 2.2.2.3.

3.3.2 Singular Covariance Case

Consider next a simple example of a singular system (3-87), where

(3-119)
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We wish to solve (3-90), where

C = 2( 1) (3-120)
1 1

b= 2 () (3-122)

Since C is clearly singular, an inversion solution is not possible. Below,
we will solve (3-90) with the C and b values given above via the approximate
regularized inverse, the pseudoinver7e, CD and CG.

Regularized Inversion Schedule:

With reference to Section 2.2.1.1, define the regularized matrix C by

2 1 (3-122)

Then, the regularized inverse is simply

1=E 21 
(3-123)2E(2+E) +

whence,

S-•(3-124)
(2tc) (11

At this regularized inverse solution, the performance index (3-89) becomes

J() = + a 1

11 1 (2) +C() 11
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2 2 C 2

2

C2  (3-125)
2

when E << 1. Note that

lrm _1 : 1 (3-126)

at which value J() = 0, Clearly then, (3-126) is the minimum-norm solution
which may be obtained by pseudoinversion according to Theorem 2-1.

Pseudoinversion Solution:

The eigenvalues of C, given by (3-120), satisfy the characteristic equation

o = *(A)

- det Ic-Xll

= (A-2)2  4

-
2 

- 4X (3-127)

The actual eigenvalues are A = 4 and A2 = 0, the latter indicative of the
singularity of C. The corresponding eigenvectors are e (1/,/i)[1 1]T

z = (1/,[1 -13T.  Then, by (2-26) in Theorem 2-1

C = E A+ *

= 2( _( 2  0)(1 _1 (3-128)
1 1 0 0 -I

and by (2-30), the pseudoinverse of C given by
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C = EE T

1+ ( )( 1 0)( 1 1
1. 1- 0 0 1 -

: (3-129)

so that, by (2-32), the minimum-norm solution is

0=- C~b

= - ~(3-130)

which agrees with the limiting regularized solution (3-126).

I
CD Solution:

To solve (3-90) with C,b as defined in (3-120) and (3-121), we will use the
basis vectors (3-95) and C-conjugate vector expressions (3-96). As in the
previous example, since

(_q1,C20) = 2(1 1) )(1) 2

(P01,C20) = 2 (l)IT (1)= 2
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then, by (3-44)

(al ,¢p°)*

(2
0

,c2 0
)

-i (3-131)

so that, by (3-96)

20 =(0) (3-132.1)

(10) -()
(-ii)(3-132.2)

With w 0  0 and thusr = b, we follow CD process (3-40):

OL = £0 r o)

(20, cCo )

0

1 (3-133)

and

= 2 ()

= 0 (3-134)
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at which point, the CD process terminates. The one-iteration solution
is then

we - a _O

:- (0) (3-135)

Note that this solution is a generalized solution and not the minimum-norm
solution (3"130). In fact, the norm of solution (3-135) is 1, which is
greater than the minimum-norm ofrJ/2. Of course, either solution satisfies
(3-90) with C and b values given in (3-120) and (3-121).

As expected, even in this singular example, the C-conjugacy
property leads to the diagonalization of matrix C via the transformation

D p*Tcp

(20 1)*TC(p, P1)

The fact that 2 is the nontrivial eigenvalue of C in the present example is

coincidental with the choice of basis vectors in the CD process. Certainly,Sand 2 are not eigenv1ctors of C.

The descent property eis obvious in this case. Since Js 2 and

J, = 0, Jo > J, holds.
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The CD intrinsic inverse, Cx , as defined by (3-77) is computed
to be

0 ,p-o*T
CX

(£0, c£O)

0 0 (3-137)

which, interestingly, is twice as large as the pseudoinverse (3-129). Note
that since Cx is not equal to the pseudoinverse, it is a generalized inverse.
If 20 were chosen equal to the nontrivial eigenvector el = [1 1]T, Cx
would be identical to the pseudoinverse.

I

CG Solution:

Starting with initial conditions

wO = 0
(3-138)

0 = ro = b

and I1r?112 = 8, we solve (3-90) for the C and b values defined in (3-120)
and (3-121). Since

Ck 0 = 4(l 1)Q )= 8(l)

(2
0, C2

0 ) = 16() () = 32 (3-139)
1) 1

then,

=IlL° 12
0 C2

0)

1 (3-140)
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(3-141)

r1 ~r0 
-LC

2 8

0 (3-142)

at which point the CG process terminates. Clearly, w =w, which happens
to be the minimum-norm solution, (3-130). This is as expected, since
w0 = 0 E CR.

As expected, the C-conjugacy property leads to the diagonalization
of matrix C; i.e.,

D = P* Tcp

= (po2 p1).TC(P 2)

= ( ) (3-143)

The descent property is obvious since J0 2 and J, 0 and
J0 > J holds.

The CG intrinsic inverse is given by

Cx : 0 O*

(20 ,Cz0

=( -) (3-144)8 ( 1

which happens to be identical to the pseudoinverse, (3-129). Again,
this is as expected, since w 0  0 and pO b E CF.
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4.0 CONSTRAINED BATCH ADAPTIVE PROCESSING

Recall that, in the sidelobe cancellation system under consideration,
a number of omnidirectional auxiliary antenna elements are adaptively weighted
and combined with an established narrow-beam main antenna array. In so doing,
it is inevitable that the original mainbeam gain will not remain intact.
While this effect is expected when undesired sidelobe interference is present,
it could be more pronounced if a desired signal of significant relative power
is incident along the mainbeam direction. As the number of adjustable
auxiliaries increases, this problem becomes correspondingly more important.

What is needed to alleviate an undesired variation in mainbeam
signal gain is an appropriate constraint on the adaptive weights applied
over the auxiliaries. Conceptually, one such approach would consist of
guaranteeing that the gain contribution by the auxiliary subarray in the
mainbeam direction remain fixed during system operation. The appropriate
criterion would then be minimum-combined-power subject to a fixed auxiliary
subarray gain constraint. In mathematical terms, this may be stated as the
constrained minimization problem

min P (w) (4-1.1)
c

w

subject to: (e,w) = d (4-1.2)

where

Pc (w) _T o 112

the combined signal power over an
M-sample batch

d = a fixed real gain of the auxiliary subarray
along the mainbeam direction

e a nonzero complex constraining N-vector on
the auxiliary weight vector w which guarantees
a fixed auxiliary subarray gain d in the mainbeam
direction

Note that (4-1) is a general enough statement to encompass the fully-adaptive
problem. In fact, in the absence of a main antenna, which corresponds to
so :0, (4-1) states the adaptive beamforming problem [8].
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The discussion that follows presents the conventional approach
for solving (4-1) based on the Lagrange-multiplier (LM) method [9] and
involving the inversion of the covariance matrix C = <s,sT>. However,
when C- 1 does not exist, this approach is not valid. The constrained BCR

formulation is introduced as a means of circumventing the need to invert C.
More specifically, a detailed mathematical development of the constrained
CD method (CCD) precedes the specific constrained CG method (CCG). Numerical
examples are used to contrast the inversion and relaxation approaches.

4.1 Lagrange-Multiplier Method

The solution to (4-1) may be obtained by the minimization of the
Lagrangian funct ion

1
L(wA I- A 2 Pc(w) + A (Re(e,w)-d) + A2 A(Im(e,w)) (4-2)

with respect to w and the real-valued Lagrange multipliers,Al and A2.
This involves solving the complex linear system that results from setting the
complex gradient, VwL(w,X ,X2),to zero simultaneously with the equality
constraint. The r'sulting constrained solution, Qc, is defined in the
following theorem.

Theorem 4-1. [Lagrange-Multiplier Solution to the Linearly Constrained
Adaptive Nulling Problem, (4-1)]

The Lagrange-multiplier solution to (4-1), based on the Lagrangian function

(4-2) is given by

1c = Q 1_ e (4-3)

where

Q = - C-Ib (4-4)

= the familiar unconstrained
inversion solution

A = A + jA2  (4-5.1)

Sd -C ,.) (4-5.2)
(. ,C- })

for any e E C , provided that C' exists,

IV-70



Proof: Setting the "complex gradient" V wL(w,X,,x ) to zero, we get

o: Cw + b + X0+ Xf

= Cw + b + Ae (4-6)

where A is given by (4-5.1). Then, given that C- 1 exists, the desired
constrained solution (4-3) follows immediately, in view of (4-4). Upon
substituting (4-3) into constraint equation (4-1.2) we get the composite
complex Lagrange multiplier solution. In fact,

(e,^c)

(eQ) - A(eC Ie) (4-7)

which yields the desired result, (4-5.2).

I

Based on Theorem 4-1 we can derive the solution for the special
fully-adaptive or adaptive beamforming problem [10). This is stated in
the corollary that follows.

Corollary 4-2. [Lagrange-Multiplier Solution to the Fully-Adaptive
Problem, (4-1)]

Consider the fully-adaptive special case of (4-1). In the absence of a
fixed main antenna, b = 0. Then, assuming C- 1 exists, the Lagrange-multiplier
solution to (4-1) is given by

0c d C-1 e (4-8)
-- (e,C'*e) -

for any e CN, provided that C- 1 exists.
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Proof: When b = 0, w = - C-b = 0. Then, the familiar "steering vector"
solution (4-8) follows immediate7y from Theorem 4-1.

I
Of course, in the above development, there is no particular

restriction that d be real. In fact, it may be complex, in general. Of
greater concern to the problem at hand is the reliance that C- I exist. If
C-' does not exist, one must resort to alternate approachest, including
regularization of C in which case the inevitable error in solution accuracy
must be tolerated.

In line with the main thrust of the work presented here, the
constrained problem (4-1) will be addressed via a BCR approach. As such,
C- 1 need not exist.

4.2 Derivation of Constrained BCR (CBCR)

Consider the constrained minimization problem (4-1). Note that
the equality constraint (4-1.2) simply states that the desired solution,
Qc, lies on a constraining hyperplane whose orientation is defined by a
normal vector e and its normal displacement from the origin is determined
by d.

More specifically, the desired solution Qc is a vector which
originates from the origin and terminates at a point in the constraining
hyperplane at which the combined power Pc(w) is a minimum. At such a
point, the complex gradient VwPc(w) projected on the hyperplane must vanish.

In general, any vector v E: CN may be expressed as an additive
composition of two N-vectors, v - and v1, its parallel and perpendicular
parts with respect to the constraining hyperplane. That is,

v = v + v (4-9)

where, by definition,

(e,v" = 0 (4-10.1)

(e,v) = (e,v-L) (4-10.2)

tPrivate discussions with J. R. Roman, Advanced Technology and Systems

Analysis Section, Systems Office, Radar Operations, Motorola Government
Electronics Division, Tempe, Arizona.
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Then,

vII = v - v1

V e (e,v)- ii. II ii _

Pv (4-11)

where P is the desired projection operator, a unitary N x N matrix.

In view of the above, the constrained minimization of (4-1) leads
to the simultaneous system

P(Cw + b) = 0 (4-12.1)

(e,w) = d (4-12.2)

where, (4-12.1) requires that the projected gradient VwPc(w) vanish at
a point w, and (4-12.2) forces this w to be a point on The constraining
hyperplane. Figure 4-1 serves to demonstrate these results.

With the constrained minimization formulation at hand and the
geometrical interpretation provided in Figure 4-1, we wish to appropriately
redefine the CD and CG methods for arriving at the desired solution Oc.
Logically, we wish to choose an initial solution estimate w0 lying on the
constraining hyperplane and define CD and CG iterative relaxation procedures
that are totally confined on the hyperplane. These two constrained methods
are developed in the next two sections.

4.2.1 Constrained CD (CCD) Method

Consider the specialization of the CD method, already developed
in Section 2.2.2.1, for solving the linearly constrained problem (4-1), or,
more specifically, the equivalent statement (4-12). To begin with, choose
an initial solution estimate, w, that lies entirely on the constraining
hyperplane. That is, choose wT such that

(ew °) = d (4-13)
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Then, the desired solution, Qc, may be expressed as

cc = ko (4-14)

k=O

where Q<N, the dimensionality of w. Ja I-1 is a set of expansion
1.k=O sastoexasncoefficients corresponding to a set of linearly independent set of vectors

f pkIR-6 . With the restrictions that these vectors be parallel to the

constraining hyperplane; that is,

(e,pk) o

ppk 2k (4-15)

V k C [O,Q-lJ

(4-14) is meaningful, since by (4-13) and (4-15)

(e,_) d (4-16)

as desired. Then, by (4-12.1), the projected gradient will vanish at ac.
Letting

r = P(CwO+ b) (4-17)

be the projected gradient, or residual, at the initial estimate w°, (4-14)
implies that

0 =r

Q-1
_r a kPC2. (4-18)

k=O

We wish to solve for the set of expansion coefficients lakl l. One
efficient such solution is specified in the following lemma.

IV-75

. .A.7.. , : , :j



Lemma 4-3. Solution of IJkakoQ-1 Via PC-Conjugacy of I k Ik=O

There exists a linearly independent set of PC-conjugate vectors Jpk1 Q-1

such that k=O

(ii

,- ,PCi)

(4-19)

ViE [O,Q-l]

Proof: By (4-18) and (4-15)

( ,£) Q OL k(p iPcpk) (4-20)

k=O

and

( 2 ,PC 2 k) = (pPcpk) (4-21)

respectively. Since P and C are conjugate symmetric, PCP is also conjugated
symmetric. In fact,

*T *T *T *T(PCp) = P C P

= PCP (4-22)

Then, by Lemmas 3-3 and 3-4, it is possible to assume PCP-conjugacy on the
set of linearly independent vectors -pkJ Q-1 . But, (4-21) implies that
a PC-conjugacy may be assumed, equivalenti". Applying PC-conjugacy on (4-20),
we get the desired result.

I
It is now possible to state one version of the constrained CD

method for solving (4-12), the equivalent statement to (4-1).
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Theorem 4-4. [Standard Form of the CCD Method]

Consider the system

P(Cw + b) = 0 (4-23.1)

(e,w) = d (3-23.2)

where C is an N x N - plex Hermitian natr'x of rank R, b is a complex
N-vecten in CR, the , ,enspace of C, e is a complex constraining N-vector,
d is a ncal-valued s iar, P is a complex N x N unitary matrix

*Te e
P -- (4-24)

the projection operator which pro l.ces the projection of any vector
v E C' onto the hyperplane (4-23.2), and w is the complex N-vector to be
dete."mined. Let

{k - (4-25)

be a set of Q, Q< R<N, linearly independent complex N-vectors having the
properties of

R
(1) Nonzero intersection with PCR , the projected eigenspace of C; i.e.,

pinr PC R $
1 0(4-26)

V iEE[0,Q-l]I

(2) Spanning the constrained eigenspace, PCR, via a linear combination;
i.e.,

PCR Pvc E C Pv Q-1 i  EN C1 i c[,
E a p ; V v E a i- 0 (4-27)

i=O
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(3) Mutual PC-conjugacy property, i.e.,

(£, PCpJ) = 0

_____________ I(4-28)
Vi, jE [CI, Q-l]; i #j

Then, a general solution to (4-31) is the last iterate, w Q - , of the Q-step
iterative procedure that begins with an initial solution estimate, w0 that
satisfies (4-2-.2) and a corresponding residual vector ro = P(CwO +7b) and
repeats relations

(nji r0 )
a. .(4-29.1)

(2 Pcki

i+ = Lip (4-29.2)

i+l

SEiPCE (4-29.3)

for i : Z, 1, ... , n-l. This procedure will be referred to as the standard
form of the constrained conlugate direction (CCD) method.

Proof: Relation (4-29.1) is that already proved in the discussion preceeding
this theorem. Referring to (4-14) it is possible to identify a sequence of
solution estimates Jwk} Q-l such that wi+l is given by (4-29.2). Upon
substituting (4-29.2) in 0 (4-23.1), we-can define a corresponding sequence
of residuals, rk}Q0, such that, ri+l is gien by (4-29.3). The hypotheses
stated are similar to those of Theorem 3-5 except for the modifications needed
to incorporate the projection operator. Finally, note that since the
constraining vector e is eliminated from the set 1pi9-i , Q<R-1.-- I-- , i=0 ' -

I
An alternate form of the CCD method that is numerically more

robust may be derived by using the following lemma.

Lemma 4-5. [Special Properties of (2 i,r3) in the CCD Method]

In the CCD method as defined by Theorem 4-4, the ineer product (pir3) has
the following properties
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S -(4-30)
vi~j ; i,j C [0, Q-l]

and

(£, 1 ) : 0

(4-31)

V I<j ; i C [0, Q-1], j C [i, Q-1]

Proof: Given the PC-conjugacy condition (4-28) and recursion (4-29.3),
results (4-30) and (4-31) follow in the same way as those of Lemma 3-6.

The alternate form of the CCD algorithm may now be stated in the
following theorem.

Theorem 4-6. [Alternate Form of the CCD Method]

Given all the hypothesis of Theorem 4-4, a general solution to (4-23) is
the iterate, wQ-l , of the Q-step iterative procedure that begins with an
arbitrary initial estimate, wo, in the constraining hyperplane (4-23.2)
and the corresponding residual vector, r0 = P(Cw0 + b), and, upon setting
p0 =ro, repeats relations

(iri

cx.i (4-32.1)

ii-l i i
w : w - i (4-32.2)

Si+l ai PCP  (4-32.3)

for i 0 0, 1, ..., Q-1. This procedure will be referred to as the alternate
form of the constrained conjugate directions (CCD) method.
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Proof: Result (4-32) follows from Theorem 4-4 and Lemma 4-5.

Of course, a means for constructing the set of PC-conjugate set
of vectors Ipii9-l is crucial to the complete description of the CCD
method. A consiruction similar to that given in Lemma 3-8 for the normal
CD method may also be used for the CCD method. This is described in the
following lemma.

Lemma 4-7. [Construction of PC-conjugate set of N-vectors |p i=O from
a Complete Orthogonal Set 

qi-l] 
0

Let JqT i=

Let , be a complete orthogonal basis of the projected space
ioe.

PCN : v = ai a , =p 2 ,V a E CI , iC [O,N-1] (4-33)

i=O

Then, a set of Q linearly independent PC-conjugate vectors k p = may
be defined as follows. The first vector is arbitrarily defined by

0  _ k °  
(1-34)

where k0  min[O,N-l]3PCp °  0. The general such vector is given by

i-i

Sa + aijp (J4-35)

j=O

where

(.a pcp )*

i i , -l: ( j ~ (4-36 )

and Ik I is a subsequence of indices in the range [0,N-11 while i and j
range over [O,Q-I] and [O,Q-2], respectively, with i>j. Futhermore,
Q<R rankC.
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Proof: Except for the PC-conjugacy condition, the proof is identical to
that of Theorem 4-6.

Variations ( the construction given above are possible. For
example, the orthogo. ity restriction on Iqi}N-i could be removed. In
fact, it would suffiL if this set of vectors span the projected
space PCN. Furtherm( e, it is possible to derive the unique minimum-norm
solution using the C, D method if w0 E PCR, the projected eigenspace of C.
This, of course, follows directly from (4-14).

I

4.2.2 Constrained CG (CCG) Method

The derivation of the CCG method follows as a special case of
the CCD method, where the orthogonal basis vectors are the successive

projected gradients Iril Q-1 . The conventional version of the CCG
method is as stated in the Pollowing theorem.

Theorem 4-8. [Conventional Form of the CCG Method]

Consfier the system

P(Cw + b) = 0 (4-37.1)

(ew) = d (4-37.2)

where C is an N x N complex Hermitian matrix of rank R, b is a complex
N-vector contained in CR, the eigenspace of C, e is a complex constraining
N-vector, d is a real-valued scalar, P is a complex N x N unitary matrix

,T
ee•

P = I --- (4-38)

the projection generator that produces th. projection of any vector
v E CN onto the hyperplane (4-37.2) and w is the complex N-vector to be
determined.

The general solution to (4-37) is the last iterate, w of a Q-step
iterative procedure that begins with an initial solution estimate,

PCN, the corresponding projected residual, r0  P(Cw0 + b), and,
upon setting R - r0 , repeats relations
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i+1

i+l 1

0 r

f~r = ~ I .. , QI.This proc-e'>.re_ 5s refe-rre:t h
form of the :ons-,,ained cnuate g radins(C~h

Fro~of: Exce,,.t for u,,,ing Lemma 4-5, Theorem 4.-6 ani tb.L- I 2-coniueacy
con-3 t*on-, result (4--39) follows the Sam-r: air ments i. pof"
Theorem J-'4.

The stand ard ad alternate forms of tlie '2 oh ifrfo he
ccnvorntional form only in the definition oll expar.-Ion ooeff5cet > s

for the standard CCG method, aned

fo~r mLre ilternate r-CC method.
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As in the case of the unconstrained CG method, the CCG method is
a descent, or relaxation method. Figure 4-2 attempts to heuristically
demonstrate the geometrical interpretation of the CCG method. Noted there
is the unconstrained solution, w, location in the geometrical center of

a continuum of.concentric ellipsoidal contours of equal combined powers.
For this 3-dimensional system, it is shown that the CCG process begins
at an initial estimate on the constraining hyperplane and undergoes a
relaxation there in two steps to the final constrained solution, UC, along
appropriate PC-conjugate vectors. Significantly, the CCG process is shown
to converge in two and not three iterations. This is as it should be, since
the constrained minimum sought lies in the geometrical center of the
elliptical contours resulting from the intersection of the hyperplane with
the ellipsoidal contours. Clearly, a degree of freedom has been lost by
imposing the equality constraint (4-44.2).

It should be noted here that in computing the projection of any
vector vCC N  onto the hyperplane via Pv, it is advisable to perform
this efficiently as follows.

P: = _e_e2v

e
Sv(ev)

thus avoiding the need to store or perform a matrix operation with P.

This will directly effect the efficigncy of computing PCp (in (4-39.1).
Alternatively, one may precompute PC initially if C need not be preserved
for any other reason.

Finally, noting that in (4-39.2) piE pCR, a choice of initial
solution estimate w) C PCR will guarantee that wc wQ-l E PCR, and
thus be the unique minimum-norm solution. As an example, an appropriate
initial solution estimate is wO = de/! e11 2.

4.3 Illustrative Examples

Two examples will be presented to demonstrate the validity of the
closed-form Lagrange-multiplier method and the iterative CCG alternative.
The examples are identical to those of Section 3.3, except for the use of
an appropriate equality constraint in each case. Of particular significance
is the second example which involves a singular covariance matrix. Although

an approximate regularized constrained solution is possible in this case, a
pseudoinverse approach does not make sense. In contrast, the CCG solution
is the exact constrained solution.
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4.3.1 Full-Rank Covariance Case

Consider solving the linear equality-constraint minimization
problem

min J(w) (4-43.1)

w

(e,w) = d (4-43.2)

where,

J(w) jAw + all2 (4-44)

A j):
(4-45)

d I

Note that (4-44) is the performance index used in the example presented in
Section 3.3.1. Already computed there are

*T
C A A

S()(4-46.1)

*T
b=A a

= (4-46.2)
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We will solve for Qc by the Lagrange-multiplier method of Theorem 4-1 and
by the CCG method of Theorem 4-4.

Lagrange-Multiplier Solution:

By Theorem 4-1,

C xC Ie (4-47)

where

_ ¢- b

is the unconstrained solution already computed in (3-94). Also,

-- 2 1 1i-i

-(1+1)

2

2

=j (4-49)

and, using, C -  from (3-93),

C _ e : ( -j ) 21

2 (4-50)
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(eCle) -j

II : (l- J)(l+ )

2

1 (4-51 )

By (4-5.2), the complex composite Lagrange multiplier is

d - (e,*)

(e,c- e)

-- (l-j) (4-52)

Then, using (4-47), the desired constrained solution is

' - e

1 +i(') (1_j)2 (2

-1-j/ 2 2j

2 -+j

The validity of (4-53) may now be checked. Given that d 1, we note that
c satisfies constraint (4-43.2); i.e.,

(e,C) = - 2 -
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We need to check whether the projected gradient

PVJ(w) z P(Cw + b) 
(4-55)

vanishes at Cc By (4-46) and (4-53),

p(( c + h p -L~i I

2 - j .(2 
+±)1)

\i-j/

2 j (Ij + l-/

+

22

I- (4-56)

Then, by (4-42) and (4-~4 5 )

P(CQC + 1)) ~
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= 0 (4-57)

As a consequence of (4-57) and (4-54), we have verified that (4-53) is, in

fact, the correct constrained solution.

I
CCG Solution:

We will use Theorem 4-8 to solve (4-43), or, equivalently,

P(Cw + b) = 0 (4-58.1)

(e,w) = d (4-58-2)

We choose an initial solution estimate that satisfies constraint (4-43.2);
i.e.,

wo = d e

- e112 -

= 7 (4-59)

with corresponding projected gradient

r' = P(Cw0 + b)

-- _-I (2j_ 1) (') + 0 ]

-3 +j / -= P ~13l+ )
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P -2 (J 3- )-\3-j/-4 1 1 3a-j z

2'(; (4-60)

where we have used (4-42). Nte that ro is parallel to the hyperplane
defined by (4-58.2). In fact,

(e r ) 0 (4-61)

Setting .o = r0 , we follow procedure (4-39).

II~ll ± (4-62)

1 (l+J,)
2 l+j

1+j

- ; -) I (4-63)
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1+i

= __ -'

(4-64)

where we have used (4-42). Note again that PCp0 is in the hyperplane
(4-58.2). Continuing,

(2 OPcO ) = (

1! (4-65)
2

011
0 (p0 ,PC2

0 )

(4-66)

I H =~0 -LP

= (G)- )

=~ (4-67)
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rl r 0o _t %P ¢£

2

-o (4-68)

Since I 0'L1 0, the process terminates here. Then,

w ] =c (4-69)

which agrees with the Lagrange-multiplier solution, (4-53).

I
It should be noted here that, whereas the unconstrained solution,

_, takes 2 CG iterations, the CCG process required only 1 to produce the
constrained solution c . This is as expected and demonstrated in Figure 4-1.

4.3.2 Singular Covariance Case

Consider solving the singular linear equality-constraint
minimization problem

min J(w) (4-70.1)
w

(e,w) = d (4-70.2)

where,

J(_w) :IA + all 2  (4-71)

A=(l 1)
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d 1 (4-72)

Note that J(w) is the performance index used in the example presented in
Section 3.3.2. Alr ly computed there are

*T
C=A A

=2 (4-73.1)

b 2(1) (4-73.2)

whe.-e C is, clearly, singular.
ec

We will solve for w^ by the Lagrange-multiplier method of Theorem 4-1
using the approximate regularized inverse, C-1, of C. Subsequently, we
will examine the Lagrange multiplier solution using the pseudoinverse,
C+ , of C. Finally, we will solve for Qc via the CCG method of Theorem 4-4.

Regularized Inversion Solution:

By regularizing C to C via (2-21), we may insure the existence of an
approximate inverse, - I, which we .ill use here. Then, by Theorem 4-1

c - e (4-74)

where wc is the regularized constrained solution, and

1 2~ ~ (4-75)

is the unconstrained regularized solution already computed in (3-124). Also,

IV-93



(e,0) 0 (4-76)

and, by (3-123),

1 2+c

(L4-.77)

(e,C I e) =!(4-78)

By (4-5.2), the complex composite Lagrange multiplier is

-C (4-79)

Then, using (4-74), the desired regularized constrained solution is

(2E1 1 2

1 1

-2(2+c) (2E2

1(+) 4E (4-80)
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The validity of (4-80) may now be checked. Given that d=l, we note that
wc satisfies constraint (4-70.2); i.e.,

T- (-) = ) (-4-E -

4 + 2E
-2(2+'

1 i(4-81)

We need to check that the regularized projected gradient

PV 3(w) = P( w + b) (4-82)
w

vanishes at wc. By (4-73) and (4-80), the regularized unconstrained
gradient at _ is

1+ 1 2(1

-(l+c) - (4+c) 1
7 2 E)0 (1+E)(4+ec) / ('l

1 . + E - £-4 + 4 + 2c)

S-2+0 - E2 - 5 - 4 + 4 + 2E

SE 2 + 2E
-(2+0 -E) 2 - 2c)/

C (4-83)

clearly colinear to e, or, equivalently, normal to hyperplane (4-70.2).
Hence, its projection, (4-82), must vanish. Consequently, (4-80) is the
correct regularized constrained solution.

I
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Pseudoinversion Solution:

At this point one may naturally inquire as to whether it makes
sense to use the pseudoinverse, C+ , in the Lagrange-multiplier solution
of Theorem 4-1. That is,

Q Q -_C+e (4-84)

where

- - (4-85)

is the unconstrained minimum-norm solution already computed in (3-130).
Since

C+e = 0 (4-86)

(e,C e) 0, so that A is not well defined by (4-5.2). Hence, (4-84) does
not make sense. This simple example demonstrates that, in general, the
pseudoinverse may not be used to derive the desired Lagrange multiplier
solution.

I
CCG Solution:

We will use Theorem 4-8 to solve (4-70). As in the previous example, we
choose as initial solution estimate

wo : d e
I ell- -I~.I

(4-87)
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with corresponding initial projected gradient

ro P(CwO +b)

='{ 1. ) + 2 j
P[2(]

which follows directly, since (I 1)T is normal to e. Setting p = rwe follow procedure (4-39)

(4-89)

~8( 
(4-90)

PC 20  8 
(4-91)

( .,PCk°) = 32 
(3-92)

0 = 1, (4-93)
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2

('4-94)

Noting that

r' = P(Cw1 + b)

=P[2(l 1)) 2(Q]

= PO

= 0 (4-95)

the CCG process terminates. The desired solution is thus

_wC =w, = (4-96)

I

It is interesting to note here that solution (4-96) is the
constrained minimum-norm solution which happens to be the limit of the
constrained regularized solution (4-80) as C 0.
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5.0 CONCLUDING REMARKS

The present memorandum has described the concept of Batch
Covariance Relaxation (BCR) adaptive processing in the context of a
baseband digitally-implementable sidelobe cancellation subsystem. Based
on the numerically-stable and computationally-efficient conjugate
gradients (CG) method, the BCR process constitutes an attractive
alternative to conventional inversion approach particularly in large-scale
applications. A variation of the BCR process has been introduced which
addresses effectively the more general constrained adaptive array problem
which includes the special case of adaptive beamforming.

More specifically, the memorandum begins by contrasting batch
adaptive processing to dynamic processing, in general. Whereas the
typical dynamic adaptive process exhibits an undesired transience to
a nonstationary interference environment, a batch process is designed to
circumvent this vulnerability.

With reference to adaptive array processing, the mathematical
formulation of the batch adaptive process, based on a minimum-mean-square
(MMS) criterion, leads to the special linear system

Cw + b =0 (5-1)

where C is a complex N x N Hermitian matrix, b is a complex N-vector in
the eigenspace of C, and w is the unknown complex N-vector to be
determined.

The conventional Sample Matrix Inversion (SMI) solution to (5-1)
depends on the existence of the matrix inverse, C-1 . When C- 1 does not exist,
C may be regularized by adding to it a sufficient amount of additive
diagonal variance, thereby guaranteeing .the existence of an approximate
inverse, -', the regularized inverse of C. In so doing, the regularized
inversion solution will incur an error and thus will not satisfy (5-1)
exactly. Using the SVD method, however, it is possible to construct an
inverse operator, C+ , the pseudoinverse of C, which may be used to derive
the unique minimum-norm solution. Even so, with increasing system
dimensionality, "open-loop" inversion approaches become numerically more
and more sensitive, require comparatively greater computational precision
and eventually reach a point where they are operationally unreliable.

The BCR approach offers a practical alternative to solving (5-1)
without the need for expiicit inversion of C. The general conjugate
directions (CD) method begins with an arbitrary initial solution estimate,
w0 , and subsequently produces a sequence of improved estimates, w I, w2,

along specific relaxation directions, such that A is the m nim-um
norm solution to (5-1) and Q does not exceed the system dimensionality N.
From the numerical point of view, the iterative nature of the CD
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process may be exploited to minimize roundoff error. Replacing o0 by
wQ, the CD process may be executed a second time thereby refining the
solution. This is a particularly useful mechanism for guaranteeing
reliable numerical performance in practical large-scale applications.

The conjugate gradients (CG) method is a computationally-
efficient special case of the general CD method. As a consequence, it
is the recommended relaxation procedure for BCR processing.

A detailed mathematical development of the CD and CG methods is
followed by two illustrative numerical examples which serve to demonstrate
their special properties in direct contrast to appropriate inversion
solutions.

The more general equality-constraint adaptive problem is
considered next. A conventional Lagrange-multiplier solution to this
problem is first derived. Subsequently, motivated by geometrical
considerations, the BCR process is extended to apply effectively to this
problem. The constrained CG (CCG) method follows directly from a detailed
development of the general constrained CD (CCD) method. Two simple
numerical examples are included to demonstrate the validity of the CCG
method and to contrast it to the closed-form Lagrange-multiplier method
which requires an explicit inverse of C. The second example which
involves a singular matrix C is particularly interesting. Although a
regularized inversion approach is useful for deriving an approximate
Lagrange-multiplier solution, it is shown that a pseudoinverse cannot be
used, In contrast, the CCG approach remains valid in this case.
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1.0 INTRODUCTION

The present memorandum presents the modular analytical software
developed for the purpose of analyzing the adaptive nulling performance of an
adaptive array system employing the BCR adaptive process.

As stated previously, the system considered involves a Taylor-
weighted main linear antenna array in combination with a set of weighted
omnidirectional auxiliaries for the purpose of nulling a number of noise
sources incident in the sidelobe region of the main antenna pattern. The
adaptive weight adjustment is accomplished at baseband using the Batch
Covariance Relaxation (BCR) approach.

The first section that follows discusses the general library-based
software approach adopted for the analysis, employing the FORTRAN language.
Included there is a detailed description of three major modular programs
developed for the purpose. The first is SIGGEN, the latest version of the
Signal Generation Program previously presented in Project Memorandum 8512-02.
The second is BCRS, the BCR Simulation Program. The third is BCRP, the BCR
Performance and Plotting Program.

The SIGGEN program utilizes system and scenario information from an
input data file, SIGGEN:D, and produces an output data file, SIGGEN:O, con-
taining sampled complex baseband signals received at the main and auxiliary
ports specified. The input data file is written in the form of a menu that
is flexible enough to allow a user to easily construct a case of interest by
choosing RF bandwidth, single and multitap weighting, independent or multi-

path sources, etc.

Attaching SIGGEN:O to a small BCR header file, BCRS:DO, forms the
input data file, BCRS:D, for the BCRS program. The BCRS program uses the
port signal data in BCRS:D, exercises the BCR algorithm, produces the adaptive
auxiliary weights and applies them on the port signals to produce the desired
low-noise combined signal. Data produced by BCRS is transferred to output
file, BCRS:O.

The input data file, BCRP:D, for program BCRP is formed by editing
BCRS:O. Specifically, the actual number of iterations indicated in BCRS:O
is entered in a reserved location of the header file, BCRS:DO, marked with
an "X". Then all output between the end og the main-port signal and the
beginning of the combined signal is deleteu, except for the so-called com-
posite weight-vector array. This augmentation procedure will become clear
in the following section. The output from BCRP is in the form of an output
file BCRP:O summarizing the BCR performance and its equivalent graphical
representation via a TEKTRONIX plotting terminal.

The particular use of these three programs is explained in some
detail in the next section with the aid of a benchtest example. In the
subsequent section, the specific results of a number of interesting examples
are presented with sufficient graphical information. Specific examples
considered include a number of variations in system and scenario parameters.
More general results obtained from families of related examples are also
included. Finally, some comments are made on possible BCR processing alter-
natives.
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In view of the variety of examples and general results included
in this memorandum, it is clear that the software presented here constitutes
a flexible and effective tool for analyzing BCR adaptive nulling performance
for a specific adaptive array system in a variety of configurations and inter-
ference environments. The library-based approach used here is adaptable to
analyzing even more complex and diverse adaptive systems with appropriate
methodical modifications.
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2.0 SIMULATION APPROACH AND PROGRAM DESCRIPTION

Discussed in this section is the structurally efficient and flexible
computer simulation approach adopted for the evaluation of the BCR adaptive
process applied to the adaptive array system described in Project Memorandum
8512-03. An introductory description of some important features of the
general program structure is given in the first subsection. Each of the
three subsequent subsections provides detailed descriptions of the structure
and use of SIGGEN, BCRS and BCRP, the signal generation, BCR simulation and
BCR performance and plotting programs, respectively.

2.1 General Program Structure

The three specific programs described in the next three sections
share a common modular design and possess similar usage features. By way of
introduction, the present section describes several of these common charac-
teristics in the same order that the actual program details are presented
subsequently.

2.1.1 Input Data File

The form of the input data file for these programs was designed with
emphasis on clarity of presentation and ease of handling. The simple recur-
ring format, used throughout the data file, clearly ties the input parameter
description to its value. For a dynamic and versatile input process, key
parameters are used to control the innut of subsequent and related parameters.
The structure of the data allows the user to focus on the important aspects of
the problem description. Looking further at the details, the current system
characteristics and the scenario become obvious. After the initial data con-
struction, only the most simple editing tasks, such as character substitution,
are required. This is possible partly through the leverage provided by the
input control parameters, and partly through the use of multi-purpose para-
meters, both of which will be described later.

The input parameter names follow the implicit type convention of
FORTRAN: If the name begins with a letter I-N, it is an integer. With the
exception of the complex number POL(.), all other names represent real
numbers. All the literals and special characters are treated as comments.
The data are read with the following format:

TYPE FORMAT COLUMN WHERE DATA STARTS

Full-line comment 20A4
Comment + integer scalar 14A4,112 57
Comment + integer vector 14A4,4X,1012 61
Comment + real scalar 14A4,F12.5 57
Comment + complex scalar 14A4,2X,2FI0.5 59
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With the exceptions of ISC, ISP, ISW and POL(.), the variable type is
obvious from its name, so the appropriate format is easily chosen. There is
an alignment of the least significant digit in the scalar integer, real, and
complex real-part, so potential errors in formatting can be avoided. The
deletion and addition of lines, and changing of control parameters requires
care, since they affect the input process.

2.1.2 Program Classifications

The program-modules in Section 2 will be discussed under two general
classifications. One classification is based on their function within the
next higher level of modularity. The other is according to the form of their
representation. Some names and phrases, used in programming, may have
restricted meanings in the context of this section. For this reason their
definition will precede the ensuing discussion.

A program is a complete set of instructions which can be executed by
a machine. It may require input data. It consists of one or more subprograms.
The most important features of a program are completeness and executability.

A subprogram is a main-program or a set of one or more subroutines
or functions. It is not executable because it is not complete. It depends
on other subprograms to complete its control structure, and it may have
external references.

A main-program is a program, if it is executable. Otherwise, it is
a subprogram.

A module is a unit of program structure, which spans the program-
subprogram boundaries. It may be equivalent to a subroutine, subprogram, or
one or more programs. A module implies portability, or an ability to facil-
itate grouping or separation.

The informal classification of p'ogram-modules based on their function
within the next higher level of modularity is used in program description.
Three categories are identified.

An executive subprogram does little or no calculation, but calls
other subprograms to do so.

A dedicated subprogram is devoted to performing tasks related to
specific subjects. An example of this is the subroutine which computes the
antenna weighting function, ANTWT. Although they can be called by more than
one subprogram, their output will always be specifically dedicated to the
same subject.

A general or utility subprogram performs the same task whenever
called, but the subject of the task is general. Examples are the random
number generator and FFT routines, as well as the input/output subprograms
like RW and RWIRC.
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A more formal classification is applied to the creation and subsequent
execution of programs. It concerns the form of the program-modules, or how
they are physically represented as file types.

A source module is a type of file which is created by the programmer,
written in FORTRAN.

A binary or object module is created by a compiler. It constitutes
a translation of the source program-module. Thus there is a one-to-one
correspondence between a source module and its binary version. These modules
are referenced and made available by a programmer, but they need not be edited
or read.

The executable load module is created when all the binary modules
which refer to one-another are linked together in such a way that they form
a counterpart of the complete, executable source program. This type of file
can be directly executed by the machine when appropriate input data is made
available.

The naming convention (established for this project) makes use of a
suffix to distinguish these and other file types. The following list defines
some of these suffixes.

SUFFIX MODULE FILZ TYPE

:S source

:B binary

:L load

:D data-input

:0 data-olitput

It should be noted that S, B, and L suffix can be applied to the same
program or subprogram, consistent with the definition and classification of
"module". The suffix D and 0 can also be applied to the same program; however,
they are not suffixes of program modules, but related to the program modules.
The significance of this convention will be apparent when job control language
(JCL) programs are discussed. There are other types of modules, such as a
general information file, of which only one will be referenced here, and JCL
types, which will be introduced later. The one information file of importance
is RADAR:LIB. Its name is meant to associate a library of programs with radar
signal processing. Its function is that of an index file. It shows name,
author, and dates of origin and latest revision of members of the RADAR program
library, which may be a subset of a larger program library. The yet unofficial
rules of the library need to be pointed out here, since they have important
effects on the use of the member programs.
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1. Only programs and subprograms which meet a certainstandard may become members.

2. Only the latest revision of a member may exist. This
implies that early versions are discarded, and that there
is only gne program or subprogram referred to by the same
name, excluding suffixes to denote type.

3. Revisions and variations of members must meet requirements
1 and 2.

The RADAR:LIB information file is shown in Table 2-1.

2.1.3 Physical and Procedural Structures

In the attempt to produce efficient programs which are easy to use,
understand, and maintain, certain priorities have to be established. There
is always a compromise among these features, and room for improvement whenever
the priorities shift.

The physical structure assigned to these programs is modular. The
modules are separate, by sometimes clearly defined subjects or functions,
sometimes by physical nr algorithmic necessities. The aim in each case is to
produce modules or branches of modules in natural ways, rather than in con-
trived ways for the sake of "structuring".

The description of the following programs will be enhanced with the
use of tree diagrams. The primary purpose of such diagrams is to show all the
modules of the program, and their interrelationship. This ordered relation-
ship is called the physical structure. The named blocks are subprograms, and
the solid lines show exactly what other subprograms are needed by any subprogram.
With some care, the tree diagram can also be made to convey a sense of timing
related to the execution of the program, that is, to show its dynamic or proce-
dural structure. This is possible because the modules are shown in the Drder
in which they are first called during execution.

These program structures have no hidden complexity. They are as
simple as they appear in the tree diagram. They are linear structures in the
sense that adding or deleting a branch requires only a local change, no matter
where the addition or deletion happens to be. This is one of the desirable
features of modularity. Another important feature is the ability to change
any module with confidence that other modules will not be affected by the
change, as long as the local modular interface remains intact. The interface
consists of common blocks or arguments passed in call statements, or both.

tThe standard has not been specified formally.
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2.1.10 Source Modules

In writing the programs, a serious attempt was made to make their use
se'_-vxpl i7,atory. Thus a short functional description, complete input and
c,' tt iden~tification and generous commentary are included with each subprogram.
Tic, headii cf e3-h module also shows the original and latest revision dates,

ani idcntities of the authors. Also, in the case of subroutines, the sub-
routine name is ilentical to the module name, except for suffixes, which are
not utsre in the subroutine name.

2.1.5 Binary Modules

When working with a small or a fully checked out program, it is
often desirable to submit it for execution in what appears to be a one-step

Although in reality the job may consist of compile, link, and run steps,
the user is not concerned with these details provided the program runs properly.
While developing a large program like SIGGEN, however, this action may not be
satisfactory.

Although SIGGEN and the other programs have been through several
versions, the modular structure was there from the beginning. This structure
enabled the semi-independent planning, implementation of models, and refinement
of the resulting modules. When a module achieved a satisfactory form, its
binary version, which is the product of a compile step, was saved. Therefore,
when future jobs required this module, its binary version could be used directly
without needs to be edited and subsequently compiled to recreate the new binary
version.

An example of the job control language program to compile a source
module is shown in Table 2-2. The JCL program, JCL:B, defines a source type
file

Table 2-2. JCL Program, JCL:B

1.000 !JOB 298,DANIEL(8512),7,BLDG93
2.000 !LIMIT (TIME,1),(UO,10),(CO,16),(ACCOUNT)
3.000 ! ....... JCL:B ........................ ..
4.000 !SET M:SI/NAME:S;IN;SAVE
5.000 !SET M:BO/NAME:B;OUT;SAVE
6.000 !FORTRAN LS,NS,BC,SI,BO

and a binary file, and makes them available as input and output to the
compiler. To submit the job, the interactive command,

!BATCH JCL:B 'NAME'=XXXX

is entered, where XXXX following the equal sign stands for the desired source
module name to be used. Thus program JCL:B is general.

It should be noted that the above example and other JCL programs to
be shown in the following paragraphs apply specifically to the Honeywell CP-V
computer system. The purpose and the general result of these programs, however,
apply to any system.
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2.1.6 Load Modules

The modularity of the programs makes it possible to use the program-
library approach. Here are three of the most obvious advantages:

1. Reduction of file space because of shared member
programs and subprograms.

2. Savings of time and effort in file manipulation,
editing, and printing, because work is concentrated
only on e modules affected, rather than the entire
program.

3. Easier t, maintain because there is only one copy of
each mem-er. In case of shared subprograms, this
avoids the necessity of making the same change in
several places.

A load module, NAME:L, an executable version of a complete source program,
NAME:S, may be formed as follows. First, the binary versions of the set of
modules comprising the program are concatenated into a composite binary module,
NAME:B. Subsequently, this composite binary module is copied over the load
module via a LYNX command. This process is carried out via the execution of a
JCL program, JCLNAME:BL, listed in Table 2-3.t

Table 2-3. JCL Program, JCLNAME:BL

21124 MAN 20,' 1 DC/JCLNAMEZBLo298

1.000 IJOR 298,DANIEL(8512),TBLDr0O
2.000 ILIMIT (TIME,1).(UO,2),(CO,16),(ACCOUNT)
39000 t,, ooJCLNAME88L,ooooo ,,o. ,,. oo. ooo.o,
4.000 IPCL
50000 C MATNI8 OVER NAMFIR
6.000 C SURiZ8
7.000 C SUR218
8.000 ILYNX NAME:R OVER NAMEIL

This JCL program is executed with the command.

!BATCH JCLNAME:BL

Note that after such an execution all library modules are returned to the
library intact.

tAn alternate method for forming NAME:L involves a direct linking of the
individual binary without the need to create a composite binary module.
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2.1.7 Generic Modular Program Structure

The modular program description discussed above is summarized
-learly in Figure 2-1. Demonstrated there are the ideas and steps described,
from the conception of the mathematical model to the desired output. The
code "NAME" is used to indicate a general program name to be substituted upon
execution. As such, this figure represents a procedure that is applicable to
the three majo, programs to be discussed next; namely, SIGGEN, BCRS and BCRP.

LIBRARY LIBRARY

OF or

SOURCE MODULES BINARY NODULES

SELECTIVEI L NKING
MATHEMATICAL Or

BINARY GRAPHICAL
MODEL WDUL, OUTPUT

CONPOSITC g
ELMJCIETARY FUNCTION BINARY IODULE CRT DISPLAY
1 PHYSICAL

MATHEMATICAL
- ALGORITHMS NAME:B a HARD COPY
0 FORMATTING

INPUT EXECUTABLE OUTPUT

DATA FILE LOAD MODULE DATA FILE

NAME:D NAM: L [NAEO 

Figure 2-1. Generic Nodular Ptogras Structurt

2.2 Signal Generation Program - SIGGEN

As already described in Project Memorandum 8512-02, SIGGEN is a
modular program designed to generate received baseband signals at the main
antenna array and specified auxiliary ports, of the adaptive array system
under consideration, due to a number of incident wideband signal sources.
In addition to its specific capabilities stated there, the latest version of
SIGGEN included below is capable of generating baseband signals at specified
port delayline taps from direct or multipath signals.

The SIGGEN program uses input file SIGGEN:D, a menu which is used
to define the source scenario and system configuration. Upon execution, the
output file SIGGEN:O is formed which contains sampled baseband port signals
stored in complex arrays whose dimensionality is equal to the desired number
of samples, limited presently to 256.
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2.2.1 Input Data File - SIGGEN:D

The input data file called SIGGEN:D is listed in Table 2-4. It
consists of four major parts: (1) Output control, (2) Filter, (3) Channel,
and (4) Port descriptions. The first part contains the output options.
These options do not affect the signal generation process; however, they can
provide intermediately computed arrays for purposes of closer examination by
the user. The second part of the input data file contains the description of
the generic receiver in terms of its IF filter characteristics. This part,
and the subsequent channel and port descriptions, completely determine the
outcome of the signal general process. The third part of the data contains
the channel description. An identical set of parameters is provided to
describe each channel. The port parameters are included in the last part of
the data file. Each port has a similar set of parameters.

A deta: led description of each input parameter and the possible
relationships among the parameters is indicated in Table 2-5. The parameters
are listed in the same order in which they occur in the data file. This
parameter description will be a useful reference for the following discussion
of the benchtest scenario which is defined by the SIGGEN:D file in Table 2-4.

It can be noted that the print options are all set to the value 0,
since the output controlled by them is not needed in this case.T

The receiver parameters show a 2-pole filter with a fractional
bandwidth at the final IF of 10%, and a fractional bandwidth at RF of 0.1%.
The normalized radian frequency range is 4.0, starting at -2.0 with a total
of 32 frequency samples specified. The filter data is completed with the
choice of the bandpass option.

The channel-data portion begins by indicating the number of channels
to be 20. This means that the description of 20 channels will follow,
although in this case not all will be used. In fact, the scenario and system
description of SIGGEN:D constitutes the benchtest example illustrated in
Figure 2-2. Shown there are two noise sources incident from 450 and 100
respectively. Source number 2 is given an intentional 0.1 sample-time delay.
Looking at the channel parameters in Figure 2-2, it is obvious that channels
1 and 2 correspond to noise sources I and 2 in the scenario schematic,
respectively. Channel 1 has an amplitude factor of 1.0, random number generator
seed (IXO) of 1, and is incident from 45* . The first-time-on sample number is
1, and the blink duration exceeds NS (the number of signal samples, to be
discussed later), so that this is a non-blinking source. The channel delay is
set at 0.0. This describes noise source number 1. Channel 2 involves a
distinct source with a seed that is different from that of channel 1. It is
a continuous source with relative amplitude of 1.0, however, it shows a delay
of 0.1 sample-time.

tThe output data eliminated by choice is either not needed for the next program
or recalculated as needed there for purposes of convenience.
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This delay is relative to some other signal which could be representei through
the use of another channel with identical seed and zero delay, but possibly
different angle and amplitude, as in a multipath situation. In this simple
example, however, this was not done. For the current scenario the first two
channels were selected by setting the first two elements of the selector array,
ISC, to 1, and the next 18 elements to 0. This completes the channel des-
cription.

The port-data portion begins by defining the element separation to
be one-half of a wavelength at RF (i.e., DO = 1.0), the number of signal samples
and ports, 128 and 21, respectively. Since the main port, PORT 0, is always
selected, the port-selector array, ISP, need only be defined for the 20 auxil-
iary ports whose description follows that of the main port.

It is evident in Figure 2-2 that in addition to the main port, two
auxiliary ports are also to be used. One auxiliary is at element number 1,
the other is at element 255. Each auxiliary port has two taps, the 0-delay
tap and one with delay D, chosen to be 0.1 of the maximum main antenna aperture
delay. This situation is clearly reflected in the port parameter description
of Table 2-4. Port 0, the main port, has 255 elements. Ports 1 and 2 are
shown to share element one. They are distinguished, however, by their port
delays, 0.0 and 0.1, respectively. As such, the combination may be viewed as
a two-tap auxiliary port at element number one. In the same manner ports 3
and 4 represent another two-tap auxiliary port at element number 255.

2.2.2 Program Structure

The signal generation program was designed to have the modular and
linear structure described in the introductory paragraphs. It makes use of
the modularity by following the "library" approach, i.e., referencing sub-
programs which are members of a larger set of programs. Data input was
intentionally restricted to one branch of the program for easier maintenance,
and as a natural feature of the modular concept.

2.2.2.1 Tree Diagram

The structure of the signal generation program, SIGGEN, is best
demonstrated by using a tree diagram as seen in Figure 2-3. Starting with
module SIGMAIN nd moving along the first horizontal line, the first sub-
structure headed by SIGSET is encountered. During execution, the first
subroutine call made by SIGMAIN is to SIGSET. SIGSET in turn calls RW, RWIRC,
and eventually SKIPR. So, the parallel between structure and timing is
becoming evident. However, in SIGSET several other calls were made to RW,
RWIRC and SKIPR, and not necessarily in that order. This is not apparent
from the structure. Each time a call is made to a related subroutine, and
the program branches out, control eventually returns to the next statement
in the subprogram in which the first call was made. This is when a branch of
the structure has been traced or completed in space or time.

tOther channels could have been selected by setting their corresponding ISC

elements to 1.

$4 -V-29

-&



CN!

0

0
4-I

.2 0-

C,,4

C.9,

V-30



Moving down the nearest untraced vertical line, the PRTSGNL sub-
structure is encountered. It appears simple, and in the case of a 1-port/
1-channel problem, it also represents the execution of this branch of the
program. What the substructure does not show, is the iterative activity
embedded into subprogram PRTSGNL. This activity is evident in the signal
flow diagram of SIGGEN in Figure 2-4. There, the input data block is equiva-
lent to the SIGSET branch discussed above. Then, at the beginning of the
FRTS,NL branch the antenna array weighting is computed through ANTWT. For
each execution of the port-loop the channel-loop is executed NCHNLS times,
where NCHNLS is the number of channels. The port-loop is executed NPORTS
times, where NPORTS is the number of ports. Once this is done, control again
reverts to SIGMAIN, and EXIT is called.

Although the iterations occur on a modular level; that is, some
branches are executed repeatedly, the control of the iterations is localized
to the executive subprogram, PRTSGNL. Its job is simply accomplished by
settini up a dual channel/port loop, making calls to the appropriate dedicated
subroutines, and printing the results.

2.2.2.2 Source Modules

In the discussion of program structure, all the modules were referred
to without a suffix. This was proper because of the one-to-one correspondence
between source and binary modules. Thus a reference to any module applied to
both types. This paragraph addresses source modules only, those with the suffix,
:S.

A FORTRAN listing of all source modules comprising the signal gener-
ation source program, SIGGEN:S, is given in the next several pages under Table
2-6. A functional description of each source module of SIGGEN follows in Table
2-7.

2.2.2.3 Binary Modules

Each source module in the SIGGEN program has its binary version.
Using the general JCL program introduced in Table 2-1, the binary module can
be created by the method shown in paragraph 2.1.5.

2.2.2.4 Composite Binary and Load Modules

The creation of the executable load module for the SIGGEN program

can be done in different ways. The JCL program, JCLSIG:BL, of Table 2-8 shows
one of the methods. Here the individual binary modules are concatenated into
a composite binary module, SIGGEN:B, in an order and indentation consistent with
the tree-structure of Figure 2-3. This step accounts for the suffix B in the
JCLSIC:BL-name. The next step of the program is to link this composite binary
with the system library. This is done through the LYNX command. If all refer-
ences in the linked proprams are satisfied, then an executable load module,
SIGGEN:L is created. This accounts for the suffix L in the JCL program name.
This name, JCLSIG:BL is simply a convenient and expressive identifier, and it
is not required to be in that form.

The execution of the concatenate-link JCL program is done with the

interactive command

!BATCH JCLSIG:BL
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Table 2-8. JCL Program JCLSIG:BL

IJOS 1269,DAN!EL0a512) .7,SLOG9O
ILIMIT (TIME91I9wO9)(CO,16).(ACCOUNT)
1 .... JCLS1G RL......... '.*..... oee... .9
I PCL
C SIG#4AINsB*1269 OVER SIGGENIB
C STGSETIS*1269
C RW:861269
C RWIRCIR*1269
C PRTSONLIB*1269
C ANTWTIS*1269
C FILYER:9*1269
C ANPHIB.1269
C IMPULS1891269
C FFT289el269g
C CHANNELIB*1269
C 9LINK:9,1?69
C SIGNALIA.1269
C RCP4ORMI9.1269
ILYNX SIGGEN:e OVER SIGGENIL

Table 2-9. Execution Program, JCL:X

1.000 IJOS 29 8,DANIEL(8512)9798LDG9O
2.000 ILIMIT (T!M4E.Sh(tjO,50),cCO,24),IACCOIJNT)
3.000 I ..... a. JCL Xoeog...... .0...... .***.***
4.000 ISET FI105/NAME:U
5.000 ISET FU1OB/NAME:O
6.000 IRON (LMN9NAME:L,)269)
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Upon execution of this job, SIGGEN:B and SIGGEN:L are created.

2.2.3 Program Execution

The load module described in the previous paragraph can be executed
upon assigning the proper input and, as an option, output files. The input
file for this case is SIGGEN:D, the one discussed in paragraph 2.2.1. The
output file can be the line printer output, or a disc file similar to the
input file. Since the output of this program needs to be used as input to
other programs, an output disc file will be generated.

One of the methods of file assignments and program execution is shown
in the JCL program, JCL:X , in Table 2-9. This is also a general program in
which name substitution is used for output data file (NAME:0), load module
(NAME:L), and input data file (NAME:D). Upon entering the interactive command

!BATCH JCL:X 'NAME' = SIGGEN

the job is entered into the queue. When completed, the output will be in
file SIGGEN:0.

2.2.4 Output File - SIGGEN:O

The output data file, SIGGEN:O, is shown in Table 2-10. It was
produced by executing SIGGEN:L with input data in SIGGEN:D. The beginning
of this output file is a replica of the beginning of the input file, read
and printed through subroutines RW and RWIRC. Thus the output also completely
describes the current system and scenario. The list of channel and port
parameters this time contains only those which were indicated by the channel
and port selector arrays in the benchtest example considered. The output
actually produced (rather than echoed) by SIGGEN begins with the PORT 0
signal, and is completed with the printout of the four auxiliary port signals.

2.3 BCR Simulation Program - BCRS

The BCR simulation program applies the Batch Covariance Relaxation
technique to signals generated by the SIGGEN progt1am. In particular, BCRS
computes the covariance of a batch of the auxiliary port signals, and the
cross correlation of the main and auxiliary port signals. From these it
estimates an adaptive weight vector which is then applied to the original
signals to produce a minimum-noise combined signal. The output of the program
is the adaptive weight vector, the combined signal, and power suppression
achieved.

2.3.1 Input Data File - BCRS:D

The input data for the BCR simulation program is consistent with
the conventions and format established for the signal generation program.
The name of this data file is BCRS:D. For the benchtest example, this file
is given in Table 2-11. It has two major parts, the BCR specification and
the signal generation data. The first part is a special header data file,
BCRS:DO, shown in Table 2-12 with entries appropriate to the example considered.

v-62



00 00 mocccc coocG a
acc o a coo* 6 00 .9000
Co cc 000C

I SA I C

0 0

*- 1 x~0 1 0 0
I W -c00 cc Wo I Ud z ) L( IS *fIJ Z0

AA I S 9 - o .( j0W M0Z0

W0

i, Si WJ tI Ia- I- W 0. -r s- _j 0 6

00 61.c (A6 . L u

4 41 e I I -i WZ4 c $ZM o00i

a, i~ :) W C i mmo"M A L00-j

o I 6o 1 0. -ta Z~ N I0N jW $ro 61 6 iac -- t 0 X
41 61- 6.' OW 4 6.JJ 0aWo .
0I SU 0 I .1 hI hI 2 a-.f 1- W 02

4~CJ 64o"6 W 4-1w4 0. a I ~ tZ C hI A aa WIz Zm06

zam I S I-0C0 I .84111ZZ .- W I4 4 00kCC4 ZU.4 26 C Iia~ lot Zztf I-~ f 12I
I0 I 4 I0 --. ).f

It 65-6 6 50 40 Itt 41 -.- 2)J'J'I

o -14 a v W I 86rc W zl-J 3 44ZW l 4U 0 W

I s1 0 23 1 1. 1a So 49 4.4 1&. 4 w I L I VI Z Wft- ft4C
I I _6 1 116 IL a & 0 0. 1 1 .Z Z I- U

4-, 6 5 4~'h~w- f--~J..b0'1 MI1

-63--4w 1W2 ~ -

~ a ~am~ uuzz o- f S~2 .JS-1*2



00 000 0 0 ooco

CD a00

0- u0 aN A 0 000 e A0

o co a- -o m wo (e wc e cr

- a 0 -1. 0 . .- 1- -- 1-w0 6

V *. w *** 66 L" z -to .. z *. 0*(*z-

Ut q 9zU A W 0 v 0 &A l 0 u
-d 042 m IJLM 4 - U LM- u .z- v .9D- v%

W 44 - Z Z 42 0&J 0" Z 402z A Iw- 02 Z W1-0
o At 9 l4 w 2wW mw)c zLicw z w w W

z ZWW -I-. Z49 x 249 'A Z49 Xi x 24'-wx a0 4 LJ
n )- I 0- 1.- J-h W U. - .W J U. z uUU wv I. i U. r

U. Z3-.J 440 z 0 . z 0 . 0 U0. z 0GU.
0A W Z 41 w-f - ( .1 4IA U.1-0& 49IA. 0-0W 491&0- 4KA w 1.- U.

a Z1 0 zb l- z$ 0-z - I- z Za~4 $--J4 ~ ~I.-
n~4 I 9.-' 41.- J 494. w Co o9-- 00 0

0. 91 - ml = . "0"0 4 "N at "0IA ZW-aJ' P4uJ ""&a~ Zat W %
$Z w#-Ts 1.-l 229 3X1A 1-UI W I--I 4 30 - 0- 1-

a6 0-0 X(~ 0- *#'1 .- zw t hz v 4-d4. 9-941a. Z-9 -9-4
w M 4 K..O m2 Oh DW iwc . Z h. cc m. Z iow Oh.

I14Z 4 0 IIIIIIIIIII II1 0 0 1 0 1 1

a 1-a 01 IAU . L.1U

w A K -J9 a6 CLU U _jU V U_

Z Z 10 C A I. i0 a P 0s20 -1 it 3~ 04 1.-4 w0 4 ~0"s 3

0lX 0 0 0

V-6

it w



z wI

z J (t
uiwumw 1
2 49 IL
w 1-1IL 1. 49
J 40 w 0
w CK w49 z

lik

Z ot
z ki3: w31C
w x klA 44

1- 0 a &L
z k.

W 0- 3B 39- 1C
OD 49 0 VS
z V z 46

V-5



* I I OA OS moo # 0M N 06000P000090 0000 0 0 0

I a I

49 to

I am *a5N P- o O O N
*0 0

a I0 I e. g .OO 0 C-000 60606000 00 00 00 0010

Ijo I 0 5 5 5 56I I S S

to I @ ~ 4 *

* * q a - 7 rM MCy- t*a"
- I Nw N # OyN 0
_j S 05 e 000000600 0 0s .. @0 0060 a ososeol00

I a c I
0 z PN 0 CO-0Oom o -M O#Semo N I

I So o mpm a O O 0 r k~k

I~ coo 6 0 0 0600000006o **** ** * * , I
SOISB 05 055 06 6 5 05 0il 0 S

I IIV-66
litc a

.55 Z5-S Ilw



*~ ~ BM -MOO**JP~@4

*~ sel of I I*. *~h ~e

a $_a l $I ~ a ofI I i
6 a

I I Bl BSB B S B I B mI 1 SB 8~o- M *-4-. o m o-N C " M 04I *N N@ 4 *N 0 OM

I B z I-

so I

1 W N I

cc SO~kk P- Mo~
I S * yom *--moo

I I o o t4 m- O

I M- MMvPO0N Oel--Oe- * m~o p OW I

B B ~B *~ N~ @ ( Nv-67



N* 4 4 a *aNd -4 N I

* 5 0 IM 1-wm 10 1

W I U M M I& In In- (%

1 J 0 1 6 1 1 1 1 1 1 1 1a

IC I OS I a55 I6 I I A S SI I I

oo $ w A W W NSMMM 0M4Pz
4 Z I ON qSNN Q M

to IS

We- I IV OWMOIO~.NSIpNOM041 M N* MO4M *W.w--ocO - I
U4 S I 0 * of- 00 0000000006000000000. NM.I

f I 5- Im a&i ONSIS~ m I -m IUSO

0 S 0 a

I 1 0 0 O- FPmo4Sffofr .*04Pf~-i 0vO n
1 OS pvssqo~l m r t

*v-6



s IIII I I I

4 01 040 n e'"O.gIm H N V*00ma0P o0 I Mac~c

10 1

49 1 s- e so 1- 0 wo a 0.OIF n I
0 fm SI D M0 n 0 t ym0 p0c Pr-NP-I

0 S S S

*m mo c*j Ip- 04-a r-04m
s* e m m o o o SOk 3 *m*Ok)4 m@- @-u ~ Eaor- oka S

J S S 050 5 . *.e0s se . . .0 sssse0 0000 05

00 0 0"0404N "0 S MN Soem mo 50 Wo O S"

Sq S. t-

0 0 0 0

* S-69



I ul as e *t- *m m aw w5NMIN om vk 4% 554

0 0 a a
I I I 0I * mJ. - -I se.peef e-.~p

I I

bo I coo5

I a 0

I go.I I
I I w. z I I
1 1u 2D0

I 850 ** 0 5MO 440*4 O N" %m ofl
0.t 0 000a00 a 5

I ~-*Wl-0 6 Owl o-F AW M , s40tw m vo
e I o O"M O M

0

a -7



The second part is identical to the signal generation program output, SIGGEN:0.
Thus BCRS:D may be created by concatenating the files BCRS:DO and SIGGEN:O.
Note that the SIGGEN:O data used here must be created with all print option
parameters set to zero. Since all parameters involved in SIGGEN:O were already
discussed in the previous section only the new parameters of BCRS:DO are defined
in Table 2-13.

Referring again to Table 2-11, the print options parameters are self-
explanatory. Since the subsequent program, BCRP, will need the main port
signal, it is necessary to set IWSO to 1 if BCRP is to be run next.

The BCR parameter NWX refers to the maximum number of weights and
is thus limited to 20, the maximum number of auxiliary ports. Its associated
weight-selector array ISW is used to indicate which of the ports selected by
ISP are to be weighted. As such, ISW is a subset of ISP; that is, when a
component of ISP is 0, the corresponding component of ISW may not be 1. The
opposite condition is allowed.

The BCR program is allowed to go through at most 20 iterations, the
maximum number of ports. So, unless fewer iterations are intended, ITERX, the
maximum number of iterations, need not be changed. No other BCR parameter need
be changed.

2.3.2 Program Structure

The BCR simulation program was designed with the same methods as the
signal generation program. It has a similar modular-linear structure with the
data input restricted to one executive program branch. The use of the
"library" approach is demonstrated more convincingly by referencing subprograms
which were first introduced for the SIGGEN program. Details of the program are
shown in the following paragraphs.

2.3.2.1 Tree Diagram

The structure and modular order of execution of the BCRS program are
clearly demonstrated by the tree diagram of Figure 2-5. The data input is
done in the BCRSET branch, again using the utility subprograms RW, RWIRC, and
SKIPR. This is a method similar to the one used in SIGGEN.

After input, the central executive subprogram takes over in the
BCREXEC branch. The first task here is the computation of the covariance
matrix C and forcing vector b via subprogram CANDB. Using the computed C
and B, the iterative BCR process is applied in subprogram BCRSIM to estimate
the adaptive weight vector, w. The final task is completed in the CMBSGNL
branch where the main port signal and the weighted auxiliary port signals are
accumulated as the combined signal. The power suppression ratio is also calcu-
lated here.

2.3.2.2 Source Modules

The source program list of BCRS is shown in Table 2-14. To each
subprogram in this list, there is a corresponding named module in the BCRS
tree diagram. Since all of these subprograms are members of RADAR:LIB, those
member-programs (i.e., RW, RWIRC, etc.) already employed in connection with
SIGGEN are not listed. The functional description of the modules comprising
BCRS, excluding those common to SIGGEN, is given in Table 2-15.
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2.3.2.3 Binary Modules

Each source module in the BCRS program has its corresponding binary
version. As shown before, the general JCL program, JCL:B, (see Table 2-2) can
be used to create any of these binary modules.

2.3.2.4 Composite Binary and Load Module

The creation of the executable load module for the BCRS program can
be accomplished through the execution of the JCL program, JCLBCRS:BL, which
is shown in Table 2-16. This program works in the same manner as the one
described in paragraph 2.2.2.4. Here, all the member-programs of RADAR:LIB
pertaining to BCRS are concatenated to form the composite binary module, BCRS:B.
This new module then is linked with necessary system functions to form the
executable program, BCRS:L.

2.3.3 Program Execution

The program BCRS:L can be executed upon assigning the proper input
and output files. The input file for this case is BCRS:D, the one discussed
in paragraph 2.3.1. If the output is planned to be used as input to a
subsequent program, as in this case, it should be a file other than the normal
line printer output.

One of the methods of file assignments and program execution is shown
as the JCL:X in Table 2-9. This general program can be executed by entering
the interactive command

!BATCH JCL:X 'NAME' = BCRS

When completed, there will be an output data file, BCRS:O, which will contain
the results of the BCRS program run.

2.3.4 Output File - BCRS:O

The output data file, BCRS:O, is shown in Table 2-17. It was
produced by executing BCRS:L with input data BCRS:D. Up to the port 0 signal
list, BCRS!O is identical to BCRS:Dt. This is done to insure that the output
is interpreted in the proper context and is also a way of passing BCR and
system description data to the subsequent program. The result of the BCRS process
output begins with the covariance matrix and the forcing vector if IWCB = 1.
These are followed by the BCR simulation output. That begins with the initiali-
zation stage and continues with a listing of pertinent quantities of each
subsequent iteration, two in the present case. A composite weight-vector
listing that follows includes a normalized set of all weight-vector iterates.

tNote that the sequence numbers preceding each entry is not a part of the
output data but is a useful artifice for editing. However, as a consequence
of this keying, BCR performance data has exceeded the page size and hence not
shown. For this benchtest example, however, it will be crucial to have the
sequence numbers, especially in explaining the formation of the BCRP:D input
data file that follows.
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Valuable insight into the BCR process may be gained by careful
examination of the printed output. For example, the relative combined power
suppression, 10 log1 (PC (w)/P 0), and the relative gradient metric, 10 log

(1i r 112/I1 11 2), pertain to the nulling performance and convergence, respect-
ively. In the output listing of Table 2-17, these quantities are -POC and
ROBDB given in dB. Figure 2-6 summarizes the behavior of these parameters as
a function of iteration for the benchtest example under consideration.

Whereas POC is computed directly from BCR variables at each iteration
it is also computed directly, at the end of the process, using the explicit
combined signal listed next in BCRS:O. This value of POC which may differ from
its equivalent indirect computation is listed last.

2.4 BCR Performance and Plotting Program - BCRP

The purpose of the BCRP program is to analyze the performance of the
BCR process and produce graphical output that characterizes this performance.
As such, it uses the data produced by the BCRS program.

2.4.1 Input Data File - BCRP:D

The input data file, BCRP:D, for the BCR performance and plotting
program, BCRP, is shown in Table 2-18. It happens to be a subset of BCRS:O
except for one character; namely, "X", the unspecified number of actual
iterations in the header data file, BCRS:DO.

The BCRP program requires all BCRS:O information except any C and b
output or the BCR performance summary. To create BCRP:D from BCRS:O, the first
change on BCRS:O is the entry of the actual number of iterations (2 in our case)
over and right-justified to the letter "X". Subsequently, all C and b and BCR
performance data ranging from lines 165 ghrough 239 is deleted, which is obvious
by noting the missing range of numbers in Table 2-18.

2.4.2 Program Structure

The BCRP program was designed with the same methods as the previous
two major programs. It has a similar modular-linear stfucture with the data
input restricted to one executive program branch. The "library" approach is
used by referencing subprograms, many of which were already introduced in
earlier programs. Details of the program structure are given in the following
paragraphs.

2.4.2.1 Tree Diagram

The structure and modular order of execution of the BCRP program are
clearly demonstrated by the tree diagram of Figure 2-7. The data input is
alone in the BCRPSET branch, again using the utility subprograms RW, RWIRC, and
SKIPR. The main program, BCRPMAIN, calls a series of dedicated subprograms.
CMPCHNL is called to generate composite baseband channel amplitude responses.
The resulting quantities are printed and held for plotting. Next, FIELD is

t See equation (3-86) in Project Memorandum 8512-03.
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called to compute the electric field in the angular neighborhoods of the noise
sources. The amplitudes of the fields over a 0.250 window are printed and held
for plotting. The last branch of the structure is the plotting branch, PLOTS.
It directs an auxiliary plotting program to output on a CRT several pictures
containing the relevant plots in a desired format. The module called TEK.:USER
is a collection of TEKTRONIX functions and subroutines which are part of the
system library; therefore they are not transportable with BCRP. Also, it makes
BCRP:L dependent on the availability of certain TEKTRONIX te-minals.

All the data which are to be plotted are available prior to calling
the PLOTS branch. Since PLOTS is the only branch which needs TEK.:USER, it
is possible to remove or replace the PLOTS branch. Removal is accomplished
by simply eliminating the PLOTS branch and the call to it. Replacement is
done by substituting subprograms which interface with BCRP as PLOTS does, and
uses local system-supported plotting software and hardwar, .

2.4.2.2 Source Modules

The source program list of BCRP is given in Table 2-19. To each
subprogram in this list there is a corresponding named module in the BCRP
tree diagram. Since all of these subprograms are members of the RADAR:LIB,
those with the familiar names, such as RW, RWIRC, etc., refer to the specific
member-program already described for earlier programs. A functional description
of the newly introduced source programs is given in Table 2-20.

2.4.2.3 Binary Modules

Each source module in the BCRP program has its corresponding binary
version. As shown before, the general JCL program, JCL:B, (see Table 2-2) can
be used to create any of these binary modules.

2.4.2.4 Composite Binary and Load Modules

The creation of the executable load module for the BCRP program can
be accomplished through the execution of the JCL program, JCLBCRP:BL, which
is shown in Table 2-21. This program works in the same manner as the one
described in paragraph 2.1.2.4. Here, all the member-programs of RADAR:LIB
pertaining to BCRP are concatenated to form the composite binary module, BCRP:B.
This new module is then linked with the TEK.:USER library and other necessary
system supplied functions to form the executable load module, BCRP:L.

2.4.3 Program Execution

The program BCRP:L can be executed after assigning the proper input
and output files. The input file for this case is BCRP:D, discussed in para-
graph 2.4.1. The printed output can go to a similar file, or to a line printer.
This program was designed to be executed in an interactive mode. Using a
TEKTRONIX terminal, it is necessary to assign the input and output files. One
of the ways this can be done is by entering the two successive device assignments

!SET F:105/BCRP:D
!SET F:108/BCRP:O
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After this, the command

!BCRP:L.

carries out the execution. Only the graphical activity will be apparent on the
terminal. As each page or picture is completed, a series of 3 closely spaced
but distinct beeps will be heard, followed by a pause. If a permanent (hard-
copy) is desired, it should be made at this time, since the picture will remain
on the screen until the proper response is given by the operator. The required
response is actuating the "RETURN" or "ENTER" key. The 3 beeps constitute a
warning to copy the screen or lose it.

After the proper response, the screen is blanked and a new picture
begins to form, again followed by 3 beeps when completed. When all pictures
have been drqwn, the word "EXIT" appears, meaning the execution is properly
terminated. The complete graphical output obtained this way for the bench-
test example is shown in Figure 2-8.

2.4.4 Output File - BCRP:O

The output data file, BCRP:O is shown in Table 2-22. It was produced
by executing the program BCRP:L with the input data BCRP:D. Note that the
front part of the BCRP:O output is simply a repetition of the input data file
BCRPLD. This is followed by data to be plotted, as shown in Figure 2-8.

The title page of the CRT-plots identifies the program and the date
and time of execution. This ties the pictures to the printed data, since that,
too, is dated by the operating system. This is important because the system,
scenario, and BCR description are not always discernible from these pictures.

The next frame contains the original and combined signal plots.
These are actually the amplitudes of the Port 0 signal, and the combined port
signal, respectively. The signals were read as part of the input data and
the amplitudes were found in BCRPSET via an appropriately simple operation.

The next frame presents the two-step iterative evolution of the
adaptive weights in a common complex plane. Initial value and weight iterates,
w0 = 0, wl and w2 are read from the "composite weight-vector array" input.
Since w- 0, all weight-vector components begin at the origin, rogress in
varioui directions from there according to w1 and terminate at w . The breaks
in the weight-component loci indicate their values at the first iteration.
The end points constitute their values at the second iteration.

The channel and field graphs are plotted in groups of four per frame.
As such, in general, more than one frame may be needed for these graphs. The
main and composite channel transfer function amplitudes are plotted for each
interference. In these and subsequent plots, the solid line indicates the
original response while the dotted one stands for the adapted one. The abscissa
is the normalized radian frequency range, and the values in dB below each plot
indicate the amplitude levels before and after adaptation at the center fre-
quency. The data for these plots are produced by CMPCHNL.
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The main and composite field amplitudes over a 0.250 sector about
the incident angle of each interference are then plotted in dB. The numerical
quantities below each individual snapshot gives the field amplitude in dB
before and after adaptation. The data in these plots are produced by FIELD.

The last graph is also produced by FIELD. It is a plot of the main
beam amplitude before and after adaptation.
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3.0 COMPUTER SIMULATION RESULTS

The three structured programs, SIGGEN, BCRS and BCRP, described in
the previous section provide the basis for investigating the BCR adaptive
processing performance in a variety of interference environments and system
configurations. The interference environment may consist of wideband contin-
uous noise sources, periodic blinking sources with adjustable period, multipath
sources or combinations thereof. The system configuration that may be accom-
modated includes an RF bandwidth capability of up to 10%, a Taylor-weighted
main antenna array of up to 1001 omnidirectional elements, up to 20 omni-
directional auxiliary antenna elements nonuniformity emplaced over the main
aperture, and up to 20 complex adaptive weights in single or multitap arrange-
ments. The limit of 20 is due to the dimensionality in the programs, an
intentional measure taken to keep the program requirement relatively small. If
desired, this number may be increased by appropriately altering certain array
dimensionalities as has-been done when a case of 100 adaptive weights was
exercised.

Presented below is a number of specific examples demonstrating
detailed BCR adaptive performance under certain environmental and system
conditions. General results derived from a larger set of examples are
summarized next. This section concludes with some comments on BCR variations.

3.1 Specific Examples

Of the numerical examples included in this section, only the first is
presented in exhaustive detail, both numerical and graphical. To economize on
space, all subsequent examples are presented graphically conveying nearly as
much information.

3.1.1 Blinking Source

Figure 3-1 gives the scenario and system description that involves
one continuous and one blinking source, of equal peak power, incident upon a
255 -element Taylor -weighted main linear antenna array in combination with
four adaptively -weighted omnidirectional auxiliaries. The specific parameters
indicated in Figure 3-1 were appropriately entered in the input data file,
SIGGEN:D. Subsequently, the signal generation load module, SIGqEN:L, was
executed, producing an output data file, SIGGEN:O, listed in Table 3-1 that
follows.

Concatenating SIGGEN:O to the BCR header data file, BCRS:DO, defines
the input data file, BCRS:D, for the BCR simulation load module BCRS:L. The
BCR simulation performance included in BCRS:O is summarized in Figure 3-2.
Shown here is the relative combined power suppression, Pc(w)/Pe, and relative
gradient metric, IIriI 2/II1Ii 2 , as a function of iteration. To be noted here
is the fact that the combined power suppression reaches its limit at the end
of the third iteration. However, by choosing the stopping criterion

IILI12/11b11 2 < 10-6, the BCR process goes through an additional iteration at
which the relative gradient metric reduces below its threshold of -60 dB.
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The input data file, BCRP:D, for the BCR plotting load module, BCRP:L,
is constructed by modifying BCRS:O. The actual number of BCR iterations is
entered in the location marked with an X in the BCRS:DO header. Subsequently,
the output between the end of the "PORT 0" listing and the beginning of the
"COMPOSITE WEIGHT-VECTOR ARRAY" listing is deleted. The resulting input data
file, BCRP:D, is used to execute load module BCRP:L yielding an output file
BCRP:O containing numerical performance information accompanied by a corres-
ponding graphical representation. Output file BCRP:O is listed in Table 3-3
and is immediately followed by the graphical output in Figure 3-3, which is
self-explanatory.

The present example serves to demonstrate the nulling capability of
the BCR process in a dynamic interference environment. Although a dynamic
algorithm would tend to exhibit a transient behavior in the presence of a
blinking source, the BCR process is essentially immune to this undesired phenom-
enon, as evidenced in the controlled signal amplitude of Figure 3-3(b).

Figure 3-3(c) describes the evolution of the BCR-adapted weight-vector
components in the complex plane in four iterations, beginning with an initial
estimate of 0 Because the fourth iteration accounts for a relatively infini-
tesimal change in weight-vec*or value, only three distinct breaks may be
observed in the weight-component loci.

Figure 3-3(d) gives the baseband channel amplitude response for each
of the two sources before and after BCR adaptation. Note that, even for the
rather low RF bandwidth of 0.1% in this case, the source transfer functions
through the main antenna exhibit a non-symmetric amplitude response, a phenom-
enon which will be more pronounced with increased bandwidth. The adopted
channel amplitude responses shown exhibit a stopband behavior within the capa-
bility of the four degrees of freedom provided via the four-component adaptive
weight vector.

Figure 3-3(e) depicts the field pattern amplitudes, before and after
BCR adaptation, over a 0.250 window about each of source angles of arrival,
evaluated at the center RF frequency. Since the sources are concentrated at
specific angles of arrival, the adapted patterns exhibit sharply defined nulls.
Note that, in contrast, the adapted channel amplitude responses in Figure 3-3(d)
simply describe the frequency dependence of the adapted pattern nulls over twice
the 0.1% RF bandwidth referred to normalized baseband.

Finally, Figure 3-3(f) shows the effect of adaptation to the main bean.
Clearly, the adapted main beam differs almost imperceptibly from the original
main beam. This desired behavior is essentially due to the fact that the auxil-

iary antenna gains determined by the adaptive weights were necessarily low so as
to match the main antenna sidelobe gains at the two angles of arrival.

3.1.2 Source-Strength Variation

The next two examples address the BCR nulling performance with equal
and unequal source strengths. The latter case is of particular interest since
it can give rise to an ill-conditioned covariance matrix.
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3.1.2.1 Equal Source Strengths

Figure 3-4 defines the scenario and system description involving six
sources of equal strength and six 1-tap ports operating at a 0.1% RF bandwidth.
Figure 3-5 shows the observed BCR convergence behavior. Note that from the
practical viewpoint of combined power suppression, the BCR process has converged
in the sixth iteration. However, it takes an additional iteration to cross below
the relative gradient threshold of -60 dB to declare convergence. Figure 3-6
summarizes, graphically, the overall BCR performance for this example.

3.1.2.2 Unequal Source trengths

Figure 3-7 defines the scenario and system description that is very
similar to that of the ,revious example with the exception that it involves
unequal source strengths. Of interest is the BCR convergence behavior shown
in Figure 3-8. Note the distinct rise in the relative gradient metric at the
fifth iteration accompanied by a rather insignificant drop in relative combined
power. The slow convergence behavior beyond the fourth iteration is a manifes-
tation of an ill-conditioned covariance matrix which is attributed to the large
dynamic range over the incident source powers. It should also be noted that the
nulling performance in the present example is approximately 1.5 dB worst than
that of the previous example. This may also be due to the numerically ill-
conditioned nature of the present example.

In evaluating the nulling performance in the two examples above, it
is interesting to compare the null depths obtained at 300 in each case. In
the equal source-strength example, the null depth observed is -32.2 dB. In
the unequal source-strength example, the null depth obtained is -11.9 dB.
Compensating for the -15 dB power level in the second case, the relative power
level incident after adaptation is 5.3 dB higher in the second case. Of course,
since this observation is limited to the center RF frequency, it is not an
accurate measure of nulling degradation but, rather, an indication. As noted
above, the actual nulling degradation over the frequency band of operation has
been computed to be 1.5 dB.

3.1.3 Wideband Performance

Given a fixed number of adaptive weights, the adaptive nulling perfor-
mance of the adaptive array system under consideration will tend to deteriorate
with increased bandwidth. The fundamental cause for the degradation in this
case is the fact that the channel transfer functions for incident sources will
exhibit increasingly irregular characteristics due to the frequency sensitivity
in the sidelobe structure of the main antenna pattern. As such, the smooth
transfer function associated with an omnidirectional auxiliary antenna cannot
be expected to exhibit the necessary matching for a reasonable nulling over an
increasing bandwidth of operation. For this reason, a larger number of degrees
of freedom than sources is necessary to provide adequate nulling performance.
The degrees of freedom may be obtained in number of ports with single or multiple
taps.

Of the four wideband examples presented below the first three involve
ten 1-tap ports, while the fourth involves two ports with 5 taps each. It
is seen that for the same number of adaptive weights, the nulling performance
of the multitap approach is inferior to the single-tap multiport option. This

; _V-223
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Source Transfer Function Amplitude Responses Before and After BCR Adaptation

MAIN AND COMPOSITE CHANNEL AMPLITUDE RESPONSES
BEFORE AND AFTER ADAPTATION

CHANNEL 1 CHANNEL 2

-202

-11.6 TO -35.1 DB -2.1 TO -30.7 DS
CHANNEL 3 CHANNEL 4

20-.

-40- -40

-2 2 2

-. 7 TO -34.2 DB -11.9 TO -33.4 DB
232S8 FEB 15. '81

CHANNEL S CHANNEL 6

-5-8 O -301 D9-6.* TO -32.2 DB

23:58 FES IS,'81

V -2 25-3

.-- *--



Field Pattern Amplitudes Over 0.25 Neighborhoods About Source Angles of Arrival at RF Center

FIELD PATTERN ABOUT INTERFERENCE NEIGHBORHOODS
BEFORE AND AFTER ADAPTATION

CHANNEL 1 CHANNEL 2

C Be
------ --

44.8 44.9 45.0 45.1 45.2 9.8 9.9 10.0 10.1 10.2
-11.6 TO -35.1 DB -2.1 TO -30.? DB

CHANNEL 3 CHANNEL 4
20- - - -- - -
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Source Transfer Function Amplitude Responses Before and After BCR Adaptation

MAIN AND COIPOSITE CHANNEL AIM'PLITUDE RESPONSES
BEFORE AND AFTER ADAPTATION
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Field Pattern Amplitudes Over 0.2S Neighborhoods About Source Angles of Arrival at RF Center

FIELD PATTERN ABOUT INTERFERENCE NEIGHBORHOODS
BEFORE AND AFTER ADAPTATION
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isolated observation, however, does not necessarily imply that multitap
configurations are generally inferior. A more extensive investigation would be
needed to draw a general conclusion in this regard.

3.1.3.1 One Source with 1% RF Bandwidth

Figure 3-10 gives the scenario and system description for the first
wideband example. As indicated, it involves a single wideband source incident
from 450 on to the adaptive array system consisting of the main linear antenna
array in combination with 10 single-tap auxiliaries.

The BCR convergence behavior for this example is shown in Figure 3-11.
Note that even though only a single source was involved, convergence occurred
in four iterations. It appears that the relatively large RF bandwidth of 1%
has given rise to a covariance matrix with rank greater or equal to 4.

Figure 3-12 is the graphical output that summarizes the BCR nulling
performance for the present example. Of greatest interest here is baseband
channel amplitude response before and after adaptation in Figure 3-12(d). The
channel amplitude response (solid line) before adaptation is certainly not
smooth. Note the sharp dip near normalized radian frequency -0.4. In combin-
ation with the 10 weighted auxiliary ports, the composite channel amplitude
(dotted line) exhibits a nearly constant level ripple across the baseband.

3.1.3.2 One Source with 10% RF Bandwidth

The scenario and system description for the present example given in
Figure 3-13 is identical to the previous one, except for the fact that the RF
bandwidth is 10% . The convergence behavior of Figure 3-14
indicates convergence in 6 iterations, although the relative combined ppwer
has reached its minimum in the 5th iteration. As expected, the final combined
power level is noticeably higher in the present wider band example than in the
immediately previous case.

Figure 3-15 is the graphical output that describes the BCR nulling
performance. As previously, to be noted here is the rather rough amplitude
response of the baseband channel before adaptation in Figure 3-15(d). Clearly,
it is considerably rougher in the present wider band case than in the previous
one. The adapted composite channel is relatively smoother.

3.1.3.3 Two Sources with 2% RF Bandwidth

Figure 3-16 defines the scenario and system configuration involving
two wideband sources and 10 single-tap auxiliary ports. Figure 3-17 gives the
BCR convergence behavior. As shown, combined power convergence has been
achieved at the 10th iteration, although it has been detected at the llth via
the relative gradient reduction below the -60 dB threshold level.

Figure 3-18 summarizes the BCR nulling performance. As before, the
most interesting results here are the baseband channel amplitude response in
Figure 3-18(d) associated with the transfer functions of each of the two 3
sources before and after adaptation. As expected, the original channel -

amplitude response at 450 is considerably rougher than that at 100. The
adapted composite channel amplitude responses are considerably smoother.
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3.1.3.4 Multitap Weighting

The previous two-source example was reconsidered with a 2-port/5-tap
system configuration as shown in Figure 3-19. In an attempt to cover the
antenna aperture dispersion at a 450 incidence, the unit delay D was chosen to
be 0.1414 of the maximum aperture delay. Note that the five unit delays in the
two auxiliary 5-tap delay lines are accompanied with 2.5D of delay in the main
antenna for the purpose of providing proper delay balance.

Figure 3-20 shows the BCR convergence behavior for the present
example. Note that, although convergence has been indicated at the 12th itera-
tion, no more than 1 dB additional combined power suppression was achieved
beyond the 4th.

Figure 3-21 summarizes the BCR adaptive nulling performance. Clearly
manifested in the adapted channel amplitude responses of Figure 3-21(d) is the
poor nulling performance that has been achieved.

The results in this example appear to imply that, given a fixee number
of adaptive weights, they will be most effective as single taps over the same
number of ports rather than multiple taps over an appropriately reduced number
of ports. The observed relative combined power suppression of -9.6 dB was
improved to only -10.6 when the number of taps was doubled to 10 per port and
spaced D/2 apart. Of course, further investigation is necessary in order to
substantiate or refute the validity of this observation in general. It would
be appropriate, in such an investigation, to evaluate the usefulness of non-
uniform tap-delay spacing, varying the extent of each delay line and increasing
the number of multitap ports.

3.1.4 Multipath Examples

The two examples included here are two extreme cases of the multipath
phenomenon. Both examples involve six multipaths from a given source, consis-
ting of a direct path at 450 and five indirect paths at 0.05' intervals beyond
450, with equal signal strengths. The bandwidth is chosen to be 0.1% and six
1-tap ports are used.

The first example addresses a case where the six paths are highly
correlated. As such, the channel delays chosen are 0.00, 0.05, ..., 0.25 of
a sample-time interval AT, respectively, where, in the present simulation, AT
is half of the Nyquist-rate interval. Figure 3-22 shows the scenario and system
description for this example. Figure 3-23 gives the observed BCR convergence
characteristics. The overall BCR performance is summarized in graphical output
presented in Figure 3-24. The most interesting feature to be noted here is the
collection of field patterns in Figure 3-24(e). Indeed, the high correlation
among the six multipath signals has given rise to a narrow composite pattern
null, apparently, at the "centroid" of the six signal paths. Another outcome
of the high correlation among the multipath signals is the excellent nulling
performance observed.

In an attempt to evaluate the extreme case of highly uncorrelated
multipath signals, each signal was generated from an independent noise source.
Figure 3-25 shows the scenario and system description for this case. Figure

3-26 contains the observed BCR convergence characteristics. Figure 3-27 is the

graphical output obtained in this case.
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Source Transfer Function Amplitude Responses Before and After BCR Adaptation

MAIN AND COMPOSITE CHANNEL AMPLITUDE RESPONSES
BEFORE AND AFTER ADAPTATION
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Figure 3-21 (Cont'd) 16207 FEB 23, '81
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Source Transfer Function Amplitude Responses Before and After 8CR Adaptation

MAIN AND COMIPOSITE CHONNEL AMPLITUDE RESPONSES
BEFORE AND AFTER ADAPTATION
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Field Pattern Amplitudes Over 0.25 Neighborhoods About Source Angles of Arrival at RF Center

FIELD PATTERN ABOUT INTERFERENCE tVEIGHPOPHOODS
BEFORE AND AFTER ADAPTATION
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To be noted here is the relatively degraded nulling performance and the
wide pattern nulls in comparison to the previous example. Since the multipath
signals in la-'er _xample are uncorrelated, these observations are as expected.

3.2 General Results

The BCR simulation results presented in the previous section relate to
specific single examples. In contrast, the general results included in this
section deal with the BCR nulling performance as a function of various pertinent
scenario and system parameters.

3.2.1 BCR Convergence Characteristics

Figure 3-28 attempts to demonstrate BCR convergence characteristics
as a function of a number of incident sources. The scenario and system
description is as shown in the Figure. Operating at a 0.1% RF bandwidth, the
adaptive array system of a main linear antenna array and six omnidirectional
auxiliaries is exposed to incident wideband noise sources ranging from one to
six. Using a single adaptive weight per auxiliary port, Figure 3-28 gives the
relative combined power and relative gradient metric at each BCR iteration for
each choice of number of incident sources, indicated next to each set of two
curves.

One overall prominent feature that may be observed in Figure 3-28 is
the decrease in nulling performance with an increase in the number of sources.
In fact, the relative combined power curves exhibit a monotonic upward trend
with increased number of sources. The same behavior does not seem to predom-
inate with respect to the relative gradient metric curves.

Two specific local features are of interest here. First, note that
in every case at least one extra iteration was necessary to achieve conver-
gence. This is due to the fact that even with the moderate 0.1% RF bandwidth,
the rank of the covariance matrix over the six auxiliary port signals exceeded
the actual number of incident sources by at least one. Recall that in the
wideband examples discussed in the previous section, the apparent rank of the
covariance matrix was well in excess of the one or two sources considered, as
evidenced by the number of BCR iterations used.

The other prominent local feature is the nonmonatonic behavior of
the relative gradient metric. In particular, note that, in the case involving
five incident sources, there is a pronounced increase in relative gradient
metric at the sixth iteration. This behavior is not unusual in the under-
lying CG algorithm employed. What is important here is that while the gradient
metric has increased, the relative combined power has decreased.

3.2.2 RF Bandwidth Dependence

Figure 3-29 shows the dependence of BCR nulling performance for a
10-port 1-tap/port system as a function of % RF bandwidth for two cases of
one and six incident sources.

In the case of six incident sources the degradation in nulling
performance with increased %RF bandwidth is quite rapid. As expected,
however, the nulling performance is rather respectable even up to 10% RF
bandwidth. The rather irregular behavior over the 0-1% RF bandwidth region
is not fully clear at this time. Perhaps it is related to the blind region
phenomenon described next.
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3.2.3 Blind Region Phenomenon

A phenomenon which often plagues adaptive nulling performance is
the blind region phenomenon which refers to poor nulling performance over
specific angular regions in the composite field pattern. As such, it may be
encountered in adaptive E-scan systems. This phenomenon may be subdued
substantially by adding more degrees of freedom, in the form of adaptive
weights, either as additional taps in existing ports or single taps over
additional corresponding ports.

Figure 3-30 demonstrates the blind region phenomenon for an adaptive
array system characterized by a 0.1% RF bandwidth and six 1-tap auxiliary
ports for four scenarios involving 3, 4, 5 and 6 incident sources.

Of the four cases shown, the 6-source case gives rise to the most
prominent blind region occurrence. Note, the relatively poor adaptive
nulling performance over a nearly 0.80 "blir.d region" of the total 1.4' degrees
scanned. The blind region in the 5-source case occupies a substantially
smaller angular fraction. The indicated blind region in the 4-source case is
rather shallow. No blind region is indicated in the 3-source case. Clearly,
with additional single-tap ports, the blind region problem may be substantially
minimized.

3.2.4 Multitap Weighting

Given an adaptive array system with a fixed number of auxiliary ports,
its nulling perlormance may be gradually improved by appropriately introducing
additional delaying tap weights at each port. The two examples included below
demonstrate the nulling effectiveness of multitap weighting in a large bandwidth
case and in a case involving a blind region.

The first example involves one incident source, a 10% RF bandwidth
and one auxiliary port. Figure 3-31 shows the BCR adaptive nulling perfor-
mance as a function of the number of tap weights, NT, spaced uniformly over
a delay equivalent to that of the full aperture of The main antenna array. To
be noted here is an overall improvement trend with increased number of taps,
although not monotonic. A satisfactory explanation of this behavior will have
to await further specific investigation.

The second example considered involves three incident sources, a 0.1%
bandwidth and three auxiliary ports. Figure 3-32 shows the BCR nulling per-

formance as a function of aximuth scan shift for one and two tap weights per
port. Note that the major blind region has remained practically intact in
going from one to two taps. The obvious question at this point is whether
additional taps could in fact diminish the blind region in any substantial
way. An important observation here is that if the adaptive weights were
applied over four different ports, then the blind region would, in fact,
decrease substantially.

tHere, the Uind region was arbitrarily defined to be that region over which
the residual combined power is at least 6 dB higher than that of its minimum
value over the scanned angular region. This, of course, is not a strict rule
but it does permit a qualitative valuation in the present discussion.
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St..il another indication that taps and ports are not interchangeable
is seen in Table 3-4 which presents adaptive nulling performance of two single
sources with two numbers of 1-taF ports, two numbers of taps over a tingle
port with two associated tap delav factors.

To be noted immediately is the respectable performance of the two
single-tap multiport cases. What is quite unexpected is the inconsistent
nulling performance in the single-port multi-tap cases. For example, the
10-tap case with a tap delay factor of 1.000 yields a satisfactory performance
in the presence of the 70 source but does rather poorly against the 4'° source.
Usinc a delay factor of 0.707, the performance quality is reversed for each of
the separate sources. Increasing the number of taps to 20 and using a tap delay

or of !.22 cave rse to a marginil performance against either source, each
one worse than the revious best performance of -17.95 and -22.03. Clearly,
4ncreas-n the numer of tans did not improve the nulling performance. Using

0 t3- a tar dela,. factor of 0.707, however, has given the best nulling
ne'. .. ,ne a:ainst each separate source.

Even th > the last i-ne in Table 3-4 of results might suggest an

e '.ec.weon ta-ns and ports, the previous three lines provide evidence
to the cntrarv. In fact, the additional results in Section 3.1.3.4 add to
this ev ience. Certainly, a more substantial investigation must be conducted
ercre an;. ceneral conclusions may be made in connection with the observation
.ae here.

Receiver !.isnatch

In all cases considered so far, the main and auxiliary receivers
have been assumed to be perfectly matched. Specifically, the receiver transfer
functicn has been assumed to be the baseband equivalent of a two-pole Butter-
worth 10% bandwidth Ir filter. Since perfect matching among filters is not
practically :cssible, it is desirable to deteomine the effect of their mismatch
on nullin7 performance and thus establish design tolerances necessary for a
riven application.

Figure 3-33 demonstrates the dependenice of nulling performance on
receiver mismatch. The case considered involves three sources, a 0.1% RF
bandwidth, three ports with two-pole Butterworth or six-pole Chebyshev IF
filters. One and two-tap implementations are evaluated.

The particular mismatch on the receivers is in the form of a
simultaneous percentage bandwidth reduction and center frequency offset. More
specifically, each auxiliary receiver is assigned a mismatch level ranging
from zero (perfect match with the main receiver) to a certain percent band-
width tolerance level. In the present case, the first auxiliary receiver is
matched to the main, the second is mismatched by half the tolerance level and
the third is mismatched by the full percent bandwidth tolerance indicated in
Figure 3-33.

As expected, the nulling performance is more sensitive in the case
of the more selective six-pole Chebyshev filter than that of the two-pole
Butterworth. Note that to achieve -20 dB of nulling, a 4% tolerance is
required of the six-pole filter while as much a 15% is allowed for the two-
pole.
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Table 3-4. Mual.tiport/lu.ltitap Copariaon

SCENARIO AND SYSTEM DESCRIPTrCN

SINGLE SOURCE AT 70 or 45*
RI BANWODTH 10%
NUMBER OF ONE-TAP PORTS 10 or 20
NUMBER IF TAPS ON SINGLE PORT 10 or 20

,UMBEP TAPS TAP DELAY RELATIVE COMB!,INED POWER LEVEL (dB)
)F PCRTS PER PORT FACTOR FOP EACH OF TWO SEPARATE SOURCES

4.T 1 A' 45'

--1 -36.3. -30.00
0 1 -29.36

1 10 1.300 -17.35 - 2.25
1 10 0.707 - 1.38 -22.03

20 1.00 -10.12 -13.51
- 20 0.707 -47.01 -31.66

TA? DELAY FACTOR: Fract-on of Maximum Main Antenna Aperture Delay

Containing Uniformly Spaced Tap Weights.

DLIND REGION EXAMPLE

SOURCES 3

R1 BANDWIDTH 0.1t

AUXILIARY PORTS 3
-10 TAP WEIGHTS 1, 2/PORT

TAP DELAY FACTOR 1.000

-20 2 TAP wGmTs/PoRT

-30

I TAP W'EIGHT/PORT

0.2 0.4 0.6 0.0 1.0 1.2 1.4

AZIMUTH SCAN SHIFT (DEG)

Figre 3-32. Blid Regiom khaviot as a ?unction of Number of Tap WeLihts

V-247



K -AP/PON

6-POLE CHLBYSHEV

-10IFFLE

2-POLE BUTTERWORTH -

IF FILTER_ --

/ 2 TAPS/PORT

RECEIVER MISMATCH

30SOURCES 3

RF BANDWIDTH 0.1%

AUXILIARY PORTS 3

TAP WEIGHTS 1. 2/PR

/TAP DELAY FACTOR 0.707

-J _ ____ ____ ___I

10 20 3
%BANDWIDTH TOLERANCE:

Figure 1-33. OCR Ada~ptive Mulling Performance as a Function of
Bandwidth Tolerance for Two Different IF Filters

-10

30RI BANDWIDTH 1 0.1 - 10.0%

AUXlLIARY PORTS 10. 20. 410. 100

10 SOURCES TAP WEIGHTS 1/PORT

20 SOURCES

011.0 10.0
% Rr BANDWIDTH (LOG SCALE)
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Using 2 taps per port it is possible to achieve a certain amount of
equalization between receivers which is manifested in improved nulling per-
formance for both receiver designs. As such, by introducing two taps per
port, the bandwidth tolerances of the 6-pole and 2-pole filter designs may be
increased to 5% and 20%, respectively, in order to achieve -20 dB of nulling.
Of course, design tolerances must be much lower than these if one is interested
in mini~izing the loss in potential nulling performance.

3.2.6 Large-Scale Performance

A number of large scale BCR simulation examples were run involving
10 and 20 sources. Relative combined power results after BCR adaptation
have been combined into Figure 3-34 to demonstrate, graphically, general
performance trends with various scenario and system parameters.

For the 10-source case, the adapted relative combined power level
has been plotted against a log-scaled % RF bandwidth for 10, 20, 40 and 100
ports. For the 20-source case, only 40 ports were used. Even though the
number of actual data points was small in each instance, curves have been
drawn to enhance the visibility of the individual results. The nulling
performance improvement against 10 sources in going from 10 to 20 to 40 and
finally to 100 single-tap ports is clearly suggested.

It should be mentioned that the main antenna aperture used in these
large-scale examples was 4-times that of all previous examples. In all
previous examples a 255-element main antenna array was used; a 1001-element
array was used here. As such, the sidelobe sensitivity to frequency over the
specified bandwidth must be 4-times that encountered in the pre% .ous examples.
For this reason, the results shown in Figure 3-34 would be substantially
improved if the 255-element main antenna array were used.

3.3 Comments on BCR Variations

The BCR simulation program, BCRS, employed the conventional form of
the CG algorithm presented in Theorem 3-9 of Project Memorandum 8512-03. For
purposes of minimizing the roundoff error, the alternate CG form stated in
Theorem 3-11 could have been used. During the early stages of program develop-
ment, the latter formulation was compared to the former, but no significant
numerical improvement was noted. A further investigation would certainly be
needed before the preferred form of the CG algorithm could be identified for
the present application. The numerical advantage of the alternate CG form
could certainly be exploited in a reduced numerical resolution environment of
a digital implementation.

The constrained BCR formulation developed in Project Memorandum
8512-03 was considered in the simulation of the adaptive array system in
question. Based on the minimal effect observed on the main beam after
constrained BCR adaptation, it did not make sense to switch to a constrained
BCR simulation. Of course, the CBCR approach would be imperative for a fully
adaptive array or adaptive beamforming system.

In an attempt to minimize the roundoff error in the BCR process,
especially in large-scale examples, the CG algorithm may be repeated using
the final estimate of the previous execution as the initial estimate of the
second. This was discussed in Project Memorandum 8512-03. To minimize the
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total runninm tsie of this two-stage process it was decided to investigate
a scheme for substantially decreasing the computational time during the first
stage. The covariance matrix involved was approximated by a limited band
about thu main diagonal, while all entries beyond this region were assumed to
be zero. By the very nature of the underlying CG algorithm, all computations
involvin,' tne zero entries in the covariance matrix could be literally skipped.

When this Band-Diagonal BCR (BDBCR) approach was attempted with
v-oicus choices of band-size, it was discovered that the resulting adaptive
w.ioht vector estimate was rather poor. Also, when this estimate was used
as an initial estimate for the second BCR stage, it did not yield an estimate
that was any better thar could be obtained via one normal BCR execution.
Frtlher, in cases where the rank of the covariance matrix was significantly
!ess than the system dimensionality, the BDBCR approach took many more itera-
tions to converge than the normal BCR process. As such, the anticipated
computational saving was nearly eliminated in many cases. A more dedicated
study would be necessary to establish the usefulness of the BDBCR approach
for the current application. For the time being, it appears that the roundoff
on a BCR estimate may be minimized by allowing a small number of additional
iterations or limiting a second stage of processing to the same small number.

Another aspect related to BCR processing that would be of interest
xto the present application is the computation of the intrinsic inverse C

of the covariance matrix C. In Project Memorandum 8512-03 it has been
conjectured that if the inverse, C- 1, exists, then C- 1 = Cx. This conjecture
was tested in several practical examples and proved to hold true. Hence, the
motivation exists to carry out a formal proof of a theorem stating the claim
of Conjecture 2-2 in Project Memorandum 8512-03.
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4.0 CONCULDING REMARKS

Modular library-based FORTRAN programs, SIGGEN, BCRS and BCRP have
been developed for the purpose of conducting an adaptive nulling performance
3nalysis of an adaptive array processing system using the BCR adaptive
process. These Signal Generation, BCR Simulation and BCR Performance and
Plotting programs have been described in great detail. A variety of specific
examples have been worked out and presented demonstrating the usefulness of
these programs. General performance results were also obtained with these

programs and presented here.

The variety of different examples considered are characterized by
distinct system and scenario descriptions. These include a choice of %RF
bandwidth, single or multiple tap weighting, receiver mismatch, continuous,
blinking or multipath incident noise sources, etc. As such, it was possible
to examine nulling performance as a function of bandwidth, multiport or
multitap weighting, receiver mismatch and choice of source type.

A general observation that could be made from the results obtained
is that with increased RF bandwidth the number of adaptive weights needed for
acceptable nulling performance will increase accordingly well beyond the
number of incident sources. This behavior as demonstrated in both moderate
and large-scale examples. This trend was even more pronounced in the case
of multitap weighting.

Although many additional example!; could have been run, the ones
included here suffice to prove the usefulness of the modular programs
developed. More importantly, using the input data file SIGGEN:D as the
primary menu, the user has the capability of analyzing any number of
examples that he might be interested in.

Furthermore, one may examine the performance of related adaptive
systems by making appropriate modifications to existing library modules or
creating new ones, as needed. The facility for doing this is the inherent
advantage of the modular program structure that has been developed.
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1.0 INTRODUCTION

An effective digital implementation of the BCR process [i should
be characterized by an efficient architecture that guarantees reasonably
high numerical precision. As an example, a floating-point implementation
of BCR will provide the desired numerical accuracy, however, at the expanse
of a rather complex architecture. Consequently, a floating-point implemen-
tation of BCR is not effective. As another example, a fixed-point
implementation of BCR may be architecturally efficient, however, it may
not necessarily be numerically reliable. Hence, a standard fixed-point
implementation may not be necessarily effective.

What constitutes an effective digital implementation of the BCR
process is one employing fixed-point arithmetic equipped with a special
form of adaptive scaling and overflow protection. Adaptive scaling
enhances numerical resolution by inducing high-level bit-activity
throughout the process while overflow protection insures against detri-
mental limit-cycle effects [2].

The present memorandum describes, in some detail, essential aspects
of the adaptive fixed-point arithmetic underlying a particular digital
implementation of a BCR processor.

A modular computer program, BCRM, is included which incorporates
an exact model of the BCR processor. The benchtest example of Project
Memorandum 8512-04 is used as a means of providing a detailed description
of the program. The three examples included demonstrate the effective
nulling performance of the BCR processor showing only a minor degradation
with that of a floating-point simulation.
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2.0 BCR PROCESSOR IMPLEMENTATION

As alre described in Project Memorandum 8512-03, the BCR process.
applied to adaptive array processing consists of computing the covariance
matrix C and a cross-correlation vector b from a batch )r auxiliary an1 main
signal samples, solving the system Cw + L = 0 for the weight vector w via

the CG algorithm and forming the minTmum-interference combined signaT, the
weighted sum of the auxiliary signals combined with tht main. Figure 2-1

shows these three stages of the BCR process.

__ss Cb CC w SIGNAL s W+s

SAMPLE COMPUTATION ALGORITHM COMBINER COMBINED

SIGNALS SIGNAL

Figure 2-1. Three-Stage Representation of the BCR

Adaptive Processor

The present section is primarily concerned with the description of
the functional block diagram of the second stage of the BCR processor, since
it is, by far, the most complex of the three. Included in the discussion is

a qualitative explanation of the underlying adaptive fixed-point arithmetic

employed. Pertinent discussion of the other two stages of computation are

deferred to the next major section where the adaptive fixed-point arithmetic
is formulated in great detail.

2.1 CG Algorithm

The particular form of the CG algorithm used to solve Cw + b = 0
is the standard version already described in Project Memorandum 8517-03.

This specific version is included below for convenient reference.

(i) Let the initial estimate for the weight vector w be
w °  0 and define the initial residual and search

vectors r and p by p0 r0 = b.

At iteration k + 1,
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(ii) Compute the relaxation coefficient

1Hr k11 2
= k- (2-1.1)

(p , Cp)

(iii) Update the weight vector by

k+l = w k - kp (2-1.2)

(iv) Update the residual vector by

k+ = k - k k (2-1.3)

(v) Computer the Gram-Schmidt coefficient

1hr k~ l 1112
Bk -Ir (2-1.4)

k r k 11 2

(vi) Update the relaxation vector by

k+l k+l k (2-1.5)

(viii) If k + 1 = N or jr k+1j1 2 < E, a preassigned small number,
the process is stopped. Otherwise, replace k + 1 by k
and return to (ii).

Other versions of this algorithm exist [3], [4], however, this
particular form is especially convenient from the implementation and
operational point of view.

2.2 Elements of Adaptive Arithmetic

In mechanizing the CG algorithm via fixed-point arithmetic, it is
important to realize that a significant loss in numerical precision may occur
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u!. ie': iT: , i~tiipt ive scaling measures are incorporated into the
I V, T)t I emplovitnr adaptive scaling is to maintain maximum

numeri, i - -it v forcinir hiclh-level bit activity before going into
an a o'r - I , ih i s followed by truncation. Doing this insures

.I', .The cumulative history of bit shifts that takes
Tla-c whi le exet r¢in' adaFt ive scaling must be accounted for throughout

e c in o !c- to properly interpret and use the numerical quantities
I',I aet e. lJ iaIv, the risk of potential overflow must be averted at

criti:al roints in the irocess.

-.2.1 c: aI and C2loba I Scaling

The st1ecific form of adaptive fixed-point arithmetic, envisioned
m, iementinp- the BCR proe7.;, involves scaling by variable, whether it

veto r alar, roil or comilex. In general, the left justification
ca com lex vector variable involves upshifting all words that comprise it

the nuimber of bits that will left-justify the maximum-magnitude word.
.he Lingle number that is associated with the left-justification of a given
BCR variable is referred to as the local scale, because it occurs locally
within the process and is not exr,icitly dependent on any other relationship.

Considerinz the iterative nature of the BCR process, local scaling
will be exercised repeatedly on -ach and every variable involved. As such,
in order to keep track of the absolute numerical value of each variable, it
is imperative to have a cumulative history of the local bit-shifts as they
occur. Furthermore, recognizing that a given variable is an interaction of
several others, it must be identified with a cumulative global shift which
is functionally related to the global shifts of the interacting variables,
includinr any local shift or truncation that the given variable may have
experienced. By associating a given BCR variable with its global scale,
its absolute value is defined with respect to a convenient reference.

2.2.2 Overflow Protection

In performing a summation function of two or more digital words
having the same global scale, overflow protection is assured by providing
all necessary bit-space for growth or by inducing single-bit downshifts
at each stage of addition. The latter approach, although seemingly
convenient, is numercially inferior in comparison to the former which is
intended to minimize roundoff errors in the final truncated result.

When adding two left-justified digital words of varying global
scales, scale equalization must be performed. Almost invariably, one of
the words will have to be downshifted before the addition can take place.
As such, if the downshift required is beyond the capability of the implemen-
tation, a system-interrupt command must intervene to stop the BCR process.
Obviously, if the addition were allowed to occur without appropriate scale-
equalization, the invalid result would most probably induce a limit-cycle
into the BCR process in the form of uncontrolled overflows, rendering it
inoperable. It should be pointed out that this special form of overflow
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protection would be useless if it were not for the fact that the existing
variable w at the time of termination constitutes a valid estimate of the
desired solution.

2.3 Functional Block Diagram

The mechanics of implementing adaptive fixed-point arithmetic in
a hardware realization of the CG algorithm consists of judiciously locating
special networks to perform necessary scaling functions at various stages
of the CG process. Depending on their 1-culiar location, these scaling
networks may be autonomous, externally-commanded or be capable of both
options.

Figure 2-2 shows the functional block diagram corresponding to a
4-port 16-bit CG implementation. Major blocks in the diagram are clearly
identified. Included are four distinct scaling networks, designed to
implement the mechanics of adaptive arithmetic under the supervision of the
"Global Scaling and Control" (GSC) block. The GSC block in combination with
the block labeled "System Timing and Control" (STC) constitutes the Operating
System of the BCR processor implementation.

2.3.1 Major Block Functions

In order to gain a clear understanding of the basic operation of
the BCR process as implemented in the block diagram of Figure 2-2, it is
important to define the operational characteristics of each of the major
blocks that comprise it.

2.3.1.1 Input Block

In general, the input block consists of RAM for the purpose of
accepting and storing the complex covariance matrix C and the complex
forcing vector b derived from the preceeding C and b stage of computation.
More specifically, before entering the input block, C and b are locally
block-scaled independently and truncated to 16 bits. In a manner of
speaking, these two variables have been AGC'd.

As shown in the block diagram, the C and b data are made available
to other blocks in the system via the 128-bit Bus A. Accordingly, it is
possible to access b in parallel and C serially, one row at a time.

2.3.1.2 Vector Storage

The Vector Storage block consists of sufficient RAM to store the
BCR complex vectors w, r, p, and Cp with a 19-bit representation as entered
via the 152-bit Bus C. These vectors are accessible, one at a time, through
Scaler #1, a scaling network which produces a 16-bit properly vector-scaled
representation, compatible with the capacity of Bus A. In this way, these
vectors are made available to other blocks of the system as needed.
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2.3.1.3 Auxiliary Arithmetic Unit (AAU)

The AAU is designed to add or subtract two 16-bit 4-dimensional
complex vectors. As such, the AAU is particularly useful in performing the
w, r, and a updates according to relations 2-1.2, 2-1.3, and 2-1.5 of the
BCR algorithm. In addition, this block is instrumental in setting up the
initial conditions of the BCR process, namely, w = 0 and p = r = b. This
is done by introducing the desired initial value in the Bus A input while
setting the Bus D input to 0. The resulting output is routed through Bus C
and loaded into the appropriate location in the Vector storage RAM. Note

that the + or the - option may be selected to perform the initial loading
operation.

Since, in general, the 16-bit inputs to the AAU could give rise to
a 17-bit left-justified output, Bus C must have a minimum capacity of 136
bits. The reason it is shown to have the larger capacity of 152 bits is
that its Ca-branch requires it. This will be made clear later.

2.3.1.4 Central Processing Unit (CPU)

The CPU is designed to compute a dot product of two 4-dimensional

16-bit complex vectors. With variations of this basic operation, the CPU
is capable of generating BCR quanitities Ir112, Ca, (p,Cp), ap, aCa and 6p.
Accordingly, the CPU is composed of four complex multipliers followed by
an appropriate summation function.

Each complex multiplier is composed of a quad of 16-bit real
multipliers operating with a selectable 16 or 15-bit truncation depending
on the particular need for overflow protection. Note that when multiplying
two maximum-magnitude negative 16-bit words, the positive result overflows
into a 32nd bit, the overflow bit. To avoid this potential overflow, a
16-bit truncation is applied in general even though it is needed only "in the
instance indicated. As such, the resulting 16-bit output will generally
have one sign-bit extension except in the case stated. However, the loss

of this one bit of resolution need not be suffered when the multiplication
is known to involve other than two negative numbers.

The summation function consists of three stages. The first stage
is devoted to producing the four truncated complex componentwise products
of the two input vectors. A given componentwise product results from the
summation of appropriate pairs of 16-bit truncated real multiplier products
which may be accommodated within 17 bits. The four complex componentwise

products are subsequently summed pairwise over two more stages of addition
to form a 19-bit complex scalar quantity that represents the dot product of
the two 4-dimensional complex input vectors. It should be noted that rather
than dropping a bit at each stage of summation and thus preserving a convenient

16-bit activity throughout, the preservation of the three bits over the three
stages of summation limits the undesired propagation of roundoff error into
subsequent operations.
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Ar imiortant feature of the CPU is that it can perform a dot-
product of two 4-dimensional complex vectors one of which may be used
directly or in its conjugate form via a selectable variation in structure.

The specific computation of 11ll2 involves the dot product of r
with r*. First, the r vector is accessed from the Vector Storage Ram, left-
justified by Scaler #1, truncated to 16 bits, placed on Bus A and latched
into the X-port of the CPU. Repeating this process, r is similarly latched
into the Y-port. Selecting the conjugate option on Y, a dot product operation
yields the desired 19-bit result, llr 12 .

The Cp computation proceeds as follows. First, the p vector is
accessed from the Vector Storage RAM, left-justified by Scaler #1, truncated
to 16-bits, placed on Bus A and latched into the X-port of the CPU. Then,
the firct row of C is taken from the Input Block, placed on Bus A and latched
into the Y-port. A normal dot product operation by the CPU yields a 19-bit
complex scdlar that constitutes the first component of the Cp vector. The
38-bit CL-Bus takes this result and conveys it, via a Bus-Connect network,
onto the appropriate partition of Bus C and loads it into the corresponding
partition of the Cp RAM location. Repeating this process with all subsequent
rows of C completes the componentwise generation of the Cp vector.

The computation of the theoretically positive real scalar quantity
kT,Cp) is very similar to that of 11rJ12 already described. Note that,
more explicitly, this inner product is equivalent to p*TCp or pT(CD)*, since
it is real. Consequently, the choice of conjugation is based on convenience
of execution.

The remaining computation of ap, aCp, and Bp are all accomplished
in a similar way. It suffices to discuss only the ap computation. Assume
that p is already latched into the X-port of the CPU. The real number a
is presented to a Bus Connect network and is fanned out into a uniform
real-valued 4-dimensional vector, each component os which is equal to a + jO.
Placed this way as Bus A, this uniform vector is subsequently latched into
the Y-port. The desired vector dilation is available at or prior to the
first stage of summation.

In carrying out the computations of IIrI 2 , Cp and (p,Cp), the
individual real multipliers comprising the CPU are overflow protected by
means of one overflow-bit allowance. As mentioned before, this is necessary
because of the possibility of multiplying two maximum-magnitude negative
numbers which will yield a positive number with a single bit of overflow.
The corresponding truncation at each multiplier output is noted to be 16 bits.
In contrast, to the mentioned computations, quantities ap, aCp, and 8p
constitute products involving the known positive real parameters a rxd 8.
As such, the feared overflow condition cannot occur in any of these cases.
For this reason, the overflow protection option is foregone here thus
allowing an extra bit of resolution in each resulting quantities. The
corresponding trunction at each multiplier output in the latter set of
computations is 15 bits.
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2.3.1.5 Real Scalar Section

The section of the BCR block diagram that is devoted to computing
and storing the positive real scalar parameters a and a is appropriately
referred to as the Real Scalar Section. This major BCR block involves
a Division Lookup Table, a real multiplier and RAM storage for the positive
real scalars IrII 2 , a and B.

The Division Lookup Table is designed to accept a 16-bit fully-
justified positive real input and produce a 16-bit fully-justified output
that represents the reciprocal of the input. An implicit local scaling
coefficient is taken into account.

Computations of a and a are similar, as indicated by relations
2-1.1 and 2-1.4 of the BCR algorithm. It suffices to discuss the process
for computing a. The positive real 19-bit scalar quantity (p, Cp) is first
locally-scaled by Scaler #3 to full significance and then truncated to a
16-bit fully-justified form. Presented this way to the Division Lookup
Table yields the fully-justified 16-bit version of its reciprocal i/(, Cp).
Using a 16-bit real multiplier, this reciprocal is multiplied by the RAM-
accessed WI I2 quantity, yielding a. Note that the multiplier does not
require overflow protection since only positive inputs are involved. It
should also be mentioned that Scaler #4 at the real-multiplier output
locally-scales a or 6 to full-justification prior to storing or proceeding
to further computation.

2.3.2 Essential Operational Aspects

The previous section discussed briefly the functions performed by
some major blocks of the central BCR processor stage. In actual operation
these individual blocks must be capable of interacting appropriately in order
to maintain numerical integrity in the execution of the BCR process. To a
large extent, the overall operation of the BCR process is essentially evident
upon careful examination of the block diagram and the description of the
ma3or block functions already offered. Discussed below are two essential
operational aspects of the BCR implementation which should serve to give a
more complete understanding of the overall system operation.

2.3.2.1 Vector Updating

At each iteration of the BCR process the vector variables w, r,
and p are updated by means of incremental changes up, aCp, and Bp according
to relations 2-1.2, 2-1.3, and 2-1.5, respectively. The updating process
itself is accomplished by means of the AAU and with appropriate use of
Scalers #1 and #2.

Consider, for example, the updating of vector r. The current
vector r resides in the Vector Storage RAM, the input to Scaler #1. The
corresponding updating vector increment cCp is available at the input of
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Scaler #2. Because ICp is essentially left-justified except for one sign-
extended bit 75% of the time, Scaler #2 is provided only with the ability
to downshift up to 15 bits, by external command. On the other hand,
Scaler #1 is given the capability of autonomous or local shifting up to a
limit of 8 bits. At the same time, it also has the capability of shifting
down by as much as 7 bits via external command. With the combined
capa,1lities of these two scaling networks, it is possible to combine the
current r with its increment cCp thus accommodating a sufficiently large
dynamic range of numbers.

The actual updating process for r proceeds as follows. First,
Scaler #1 senses the number of upshifts necessary to left-justify r without
actually executing the local scaling. This number, which is limited to 8,
is then incorporated into the global scale coefficient identified with r.
Comparing this global scale or r with that of aCp determines which one of
the two quantities must be shifted down from its fully-upshifted position
before combining. Note that although the maximum downshift on CP is a
constant 15 bits, that of r is a variable 7 bits plus the sensed upshift.
In fact, if the sensed local upshift for r is kr, a maximum downshift of
7 + kr may be obtained by accessing r from RAM with an external shift-
command corresponding to 7 downshifts. The downshift necessary is that
which will allow the global scales of the two quantities to be equal before
properly combining. This is global scale equalization, as mentioned
previously.

2.1.2.2 Terminal Conditions and Stopping Criteria

When global scale equalization cannot be achieved within the
implemented limits, the BCR process must be commanded to stop. The current
value of w at the point of termination constitutes the best estimate of the
solution within the numerical capability of the machine. It should be noted
that the shifting range available appears to be sufficient to support a
solution to an 8-bit accuracy. This has been substantiated in a number of
cases investigated by means of computer emulation.

Besides the above, there is another natural terminal condition.
This occurs in the Real Scalar Section at the input to the Division Lookup
Table. If a 01 bit-activity is not detected there, the Division Table no
longer applies and a termination condition occurs.

While the above termination conditions serve as unavoidable
stopping criteria, there does exist at least one natural way to call for
system-interrupt. In particular, when Lr112/11J112 < 2- 15, BCR convergence
has been achieved. Of course the default stopping option is the iteiation
count of four, the dimensionality of the system under consideration.

It should be pointed out that, with the termination conditions
and stopping criteria available, the BCR implementation is completely
overflow-protected under any circumstances.
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3.0 BCR OPERATING SYSTEM

It has been mentioned previously that, strictly speaking, the
Operating System for the BCR process consists of the composite of System
Timing and Global Scaling and Control functions. Since a detailed
definition of the BCR System Timing will be given in a future project
memorandum, the emphasis in this section will be placed on developing the
specifics of the Global Scaling and Control function, the very precise
rules that govern the adaptive fixed-point arithmetic of the BCR implemen-
tation.

3.1 Prescaling and Postscaling

Gie sqece s i)M MGiven sequences {so(m)}= 1I and {s(m)}m=l representing main
scalar and auxiliary vector M-sample complex baseband signal batches, it
can be shown [i] that the covariance matrix is given by

C = (s, s )

M

s*(M)nT(m) (3-1)

m=l

in,i the cross-correlation vector by

b (s, so)

M

= E s*(m) 0 (m) (3-2)

m=1

Computed in this manner by means dedicated circuitry, C and b are
subsequently locally scaled independently and truncated to 16 bits. More
specifically, b is vector-scaled locally by upshifting all real and imaginary
words involved in unison so that the maximum-magnitude word is left-justified.
Subsequently, all words comprising b are truncated to 16 bits. I'atrix C
is locally scaled in a similar way. Note that the amount of upshift in this
case is determined by examining the purely real diagonal elements, one of
which happens to be the largest-magnitude word of all that comprise C.

Let us define the respective local scales on C and b by symbols
KC and KB, the number of upward bit-shifts required for full justification.
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Also, assur.. K! to be the common number of truncation bits required to
limit C anJ b to 16 bits. Then, in terms of original C and b quantities,
the equation to be solved is

2 KCcw + 2 KBb = 0 (3-3)

whence, symbolically,

w - o (3-4)

with -,W! = K? - KC, the effective loc'al shift on the final solution, w',
with rc;,pet to the actual, wO = C-1b. In other words, whatever the
correct solution of w is, the solution obtained via BCR with locally
Trescaled C and b quantities is in fact 2KWF larger. This discrepancy
must be taken into account with appropriate postscaling at the combiner
stage, the last stage of the BCR processor.

-.2 CIobal Scaling Equations and Control

The adaptive fixed-point arithmetic underlying the BCR implementa-
tion is mechanized with the aid of a special set of equations that accounts
for the bit-shift history of all the variables involved. Specifically,
each variable is associated with a global bit-shift number that relates it
to some convenient reference. This global bit-shift reflects the local-
shift experienced by the associated variable, global shifts from interacting
variables and any truncation that might be exercised.

What follows constitutes a detailed development of the global
scaling equations associated with the BCR variables and accompanying
commands that provide appropriate control of the process via the special
scaling networks involved.

3.2.1 Initial Conditions

Referring to the functional block diagram of the BCR process given
in Figure 2-1, assume that the prescaled C and b quantities are available
in PROM or RAM at the Input block. In accordance to the algorithm, the
BCR process is initialized by setting w = 0 and p r = b. Specifically,
this involves loading the zero vector, 0, into the w-vector location of
the Vector Storage RAM. Similarly, b is loaded into the r and P locations.
As already mentioned, this initial loading process is accomplished through
the use of the AAU.

4
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Irrespective of the value of the prescaling differential shift
for w, namely, KWF, we may arbitrarily define the global bit-shift
coefficients for w, r, and p to be zero. That is, we let

LW = LR = LP = 0 (3-5)

Recall that in loading the Vector Storage Ram with the initial values of
w, r and p through the AAU, the Bus D input is set to 0 while the desired
loading value is placed at the Bus A input. Choosing, arbitrarily, the
+ option, the initial loading value appears at the Bus C output of the AAU
from where it is conveyed to its proper storage location. To prevent
potential overflow during general operation, one overflow bit must be
allocated to each and every word at the AAU output. For this reason Bus C
must be at least 136 bits wide. As a consequence, the proper access of
the initally loaded values of r and p from storage onto the 128-bit Bus A
will require a 1-bit upshift, Followed by a 1-bit truncation. Provisions
for accomplishing this are available at scaling network #1.

In the process of initially loading b into the r-location of the
Vector Storage RAM, b may also be latched into the X-port of the CPU. While
subsequently loading-b into the p location of the RAM, b may simultaneously
be latched into the Y-port of the CPU. Employing the conjugate-option
on the Y-port and the 16-bit truncation-option on the individual real
multipliers of the CPU, the real scalar quantity JII112 is computed in three
subsequent stages of addition, yielding a 19-bit real word. Specifically,

4

e2 R r r (3-6)

Note that the first stage of summation is understood to be associated with
the individual complex products rir*. As such, the individual complex
products are accommodated in dual 17-bit words. The sum of the four products
indicated in (3-6) accounts for the additional 2-bit growth.

The 19-bit real scalar quantity jIr112 is then presented to
scaling network #3 which senses and executes the needed local shift for
left-justification. Limited to 15 bits of upward shift capability, this
scaling network subsequently truncates the bottom three bits and transmits
a fully-justified 16-bit version of IIrIVE to the Scalar Storage RAM via
Bus B. Letting

KRRH = the hardware local shift on 11,112 provided by scaling
network #3, limited to 15 bits of upshift
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KRRO r the effective 3-bit truncation of HIrJV 2 from 19 bits to

16 bits, after scaling

KRR KRRH - KRR

the effective local shift of 11r11 2 referred to 16-bit

arithmetic

then, the global scale of the 16-bit representation of 11r1J2 as stored in
RAM is given by

LRR = LR + LR + KRR - KM (3-7)

where

LR the global scale of the 16-bit version of the initial

value of r as is available at Bus A or at the X and Y
ports of The CPU

KM = the 16-bit truncation at each individual real multiplier

of the CPU

Clearly, LR is involved twice in (3-7) since r is essentially multiplied

by itself.

The time devoted to computing the intial value of JJrJj2 is referred

to as the initialization period and must be distinguished from the rest of

a given iteration. Accordingly, upon completion of an iteration, the process
returns to a computing cycle immediately following the initialization period.
Note that the computation of 11r1 2 within the initialization period is
dictated naturally by the fact that subsequent 11d112 values are already being
computed for the sake of evaluating 0.

3.2.2 Complete BCR Iteration

The repeating portion of the BCR iteration may logically start
with the computation of Ca. First, a is accessed from Ram with maximum
upshift and truncated to 16 bits with the aid of Scaler #1, placed on Bus A
and latched into the X-port of the CPU. Considering that Scaler #1 has a
limited upshift capability of 8 bits, a might not be completely left-
justified at the X-port. In any case, letting
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KPH = the hardware local scale on p provided by Scaler #1,
limited to 8 bits of upshift.

KFO = the effective 1-bit truncation of p from 17 to 16 bits,
after scaling

KP = KPH - KPO

= the effective local scale of p referred to 16-bit
arithmetic

then, given that the global scale of p in RAM is LP', its global scale at
the X-port of the CPU becomes

LP = LP' + KP (3-8)

The CP-computation is then executed as follows. Successive rows of C

are accessed from the Input Block and latched into the Y-port of the CPU.
Performing normal dot products yields Cp, one component at a time,

according to

L4
(CP) i  C ije j  (3-9)

with i = 1, 2, 3, 4. As in the case of un!l2 , the sequentially generated
complex components of Cp are represented by dual 19-bit words. Accordingly,
a 38-bit Cp-Bus is used to convey each component onto the 156-bit Bus C
via a specially-designed Bus-Connect network and storing it appropriately
within the Ck-location of the Vector Storage RAM. Keeping in mind the

multiplier truncation within the CPU, the global scale of the Cp vector in

RAM happens to be

LCP' = LP - KM (3-10)

where,

LP the global scale of vector p at the X-port of the CPU
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KM the 16-bit truncation of the individual real multipliers of
the CPU

With Cp in RAM, the computation of the real scalar quantity (p,Cp)
fcilowi. peci ically, this quantity is given by

4

(P-,Cp) = Re Pi(CP)i

i=l
= R e  Pi(CP) i (3-I1)

Since p is already available at the X-port of the CPU, Cp is accessed
from RAM with maximum upshift and truncated to 16 bits with the aid of
Scaler #1, placed on Bus A and latched into the Y-port. Accordingly,
letting

KCPH = the hardware local shift on Cp provided by Scaler #1,
limited to 8 bits of upshift

KCPO = the effective 3-bit truncation of Cp from 19 bits to
16 bits, after scaling

KCP = KCPH - KCPO

= the effective local scale of Cp referred to 16-bit
arithmetic

then, the global scale of Cp at the Y-port of the CPU is given by

LCP = LCP' + KCP (3-12)

Employing the conjugate-option on the Y-port and the 16-bit truncation
option on the individual real multipliers of the CPU, the desired real
scalar quantity (L,CL) is computed in the very similar way as 11r112
Letting
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KPCPH = the hardware local scale on (p,Cp) provided by Scaler #3,
limited to 15 bits of upshift

KPCPO = the effective 3-bit truncation of (p,Cp) from 19 bits to
16 bits, after scaling

KPCP = KPCPH - KPCPO

= the effective local scale of (p,Cp) referred to 16-bit
arithmetic

KM = the 16-bit truncation of the real multipliers of the CPU

then, the global scale of the 16-bit left-justified version of (p,Cp)
as presented into the input of the Division Lookup Table is given by

LPCP = LP + LCP + KPCP - KM (3-13)

The Division Lookup Table is designed to accept a positive real
left-justified 16-bit word and yield a 16-bit left justified version of its
reciprocal. Consequently, the output is understood to have an implicit
29-bit local shift. Letting

KD the 20-bit implicit local shift in the Division Lookup
Table

then, the global shift of the reciprocal I/(p,Cp) at the input to the real
multiplier is simply

LPCPI = KD - LPCP (3-14)

The computation of a follows immediately. Accessing fjrjJ2 directly
from RAM, it is presented to the other input of the real multiplier. The
product of tWE112 and i(pCp) yields a. Since both of these quantities are
positive, the 15-bit truncation-option is used to obtain a 16-bit output
which is subsequently left-justified. Letting

KAL the hardware or effective local scale on a, limited
to 2 bits
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KMO = the 15-bit truncation at the real multiplier

then, the global scale for a is given by

LAL = LRR + LPCPI t KAL - KMO (3-15)

At the same time a is being stored in RAX, it is also routed via
Bus B, fanned out uniformly on Bus A via the special Bus-Connect network
at the juncture and latched into the Y-port of the CPU. With p already
available at the X-port, the real dilation ap is obtained by employing the
partial dot-product option in the CPU. Then, at the input of Scaler #2,
the global scale of p is given by

LAP = LAL + LP - KMO (3-16)

Note here that the truncation at each real multiplier is 15 bits since O
is a positive real scalar. Also, since p and a are left-justified going
into the CPU, aL is left-justified with a probability of 0.25 and is at
most one bit away from full justification. Accordingly, for purposes of
general simplification, Scaler #2 is not given the capability of upshifting.
In fact, Scaler #2 is desigred to downshift only up to a limit of 15 bits.

With aL available at the input to Scaler #2 and the current w in
the Vector Storage RAM proceeding Scaler #1, the updated 17-bit version of
w, w - cip, may now be obtained via the AAU following scale equalization.
Specifically, the global scales of w and ap must be adjusted to a common
level such that one of the two quantities is placed at the highest possible
significance. Note that if w were to be viewed at maximum upshift and
considering that op is already at maximum possible significance, scale
equalization will be achieved by shifting one of the two quantities downward
by a number of bits within an associated limit. Of course, w must not be
explicitly upshifted by Scaler #1 because there is no provision for subsequently
downshifting, if it is deemed necessary. Rather, we may sense the maximum

hardware shift that may be provided by Scaler #1 without actually applying it.
As such, the global scale of w incorporating the maximum upshift would
correspond to a virtual maximum upshifted version of w. A downshift from
this virtual state of w is possible with an appropriate external command
to Scaler #1. This argument may be made more precise in quantitative terms.
Let

KWH = the hardware local scale on w as sensed by Scaler #1,
limited to 8 bits of upshift
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KWO z the effective 1-bit truncation of w from 17 to 16
bits, after scaling

KW = the effective local scale of w, KWH - KWO,

referred to 16-bit arithmetic

Then, the global scale of a maximally-upshifted virtual w is given by

LW = LW' + KW (3-17)

where LW' is the global scale of w in RAM.

Suppose that, upon comparing (3-16) with (3-17), we have that
LAP = LW. Then, the desired w-update involves accessing w from RAM at the
maximum-upshift provided by Scaler #1, passing ci through Scaler #2 at
zero-downshift and subsequently performing the appropriate subtraction at
the AAU. In this special case, the global scale of the updated 17-bit w
is given by

LW' = LW (3-18)

In the case when LAP > LW, o? must be downshifted by a number of
bits equal to the differentialshift LAP - LW, while w is upshifted fully
at Scaler #1. Note that this includes the previous special case and that
the global scale of the updated w is as given in (3-18). Also, it should
be mentioned that the maximum positive differential shift that may be
accommodated is 15 bits.

When LAP< LW, the scale equalization procedure is a little more
involved. Keeping in mind that w may be downshifted by as much as 7 bits,
the maximum negative differential shift LAP - LW that could be tolerated
is -(KWH + 7). In the specific case where KWH = 0, a maximum downshift of
7 bits can be provided by Scaler #1 with ap remaining as is, w is accessed
through Scaler #1 and downshifted by LW - LAP from its fully upshifted
position.t This is done by an appropriate command, namely a shift of
KWH + LAP - LW. The global scale of the update 17-bit w in this case is

LW' = LAP (3-19)

tAs an example, let KWH = 5 and LAP - LW = -3. Then, the command to

Scaler #1 in accessing w from RAM is such that it effects an upshift of
KWH + LAP - LW 2.

VI-19

"lo wlNi mi laimII |



It should be mentioned here that, since the initial value of w
has been chosen to be 0, the updated w at the first iteration is simply
-ap. The scale equalization logic described above for properly performing
the w-update may thus be circumve.ted at the first iteration. As far as
the global scale of the updated w is concerned, it is given by (3-1q).

The computation of aCp may be started even before the w-update
is over. Since ct is already available as a uniform vector at the Y-port
of the CPU, the Cp-vector may be accessed from RAM with maximum upshift
through Scaler #1, placed on Bus A and latched into the X-port of the CPU.
A partial dot-product operation leads to the dilation aCp at the input
to Scaler #2. Letting

KCPH = the hardware local scale on w as provided by Scaler #1,
limited to 8 bits of upshift

KCPO = the effective 3-bit truncation of Cp from 19 to 16
bits after scaling

KCP = the effective local scale of CL, KCPH - KCPO, referred
to 16-bit arithmetic

Then, the global scale of the maximally upshifted 16-bit version of Cp,
as presented to the X-port of the CPU, happens to be

LCP = LCP' + KCP (3-20)

where LCP" is the global scale of Cp in RAM. The global scale of cCL at
the input to Scaler #2 is given by

LACP = LAL + LCP - KMO (3-21)

where, of course, KMO is the optimal 15-bit truncation applied at each of
the individual multipliers in the CPU.

The updating process of r may now take place i-i a manner similar
to that of updating w. Letting

KRH the hardware local scale on r as sensed by Icaler #1,
limited to 8 bits
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KRO = the effective 1-bit truncation of r from 17 to
16 bits, after scaling

KR = KRH - KRO

= the effective local scale of r referred to 16-bit
arithmetic

then, the global scale of a maximally upshifted virtual r is given by

LR = LF' + KR (3-22)

where LRF is the global scale of r in RAM.

Consider the case where LACP - LR<0. Then, r is accessed on
Bus A at maximum upshift through Scaler #1 and aCp is downshifted by a
number of bits equal to the differential shift, LACP - LR, but not exceeding
the full 15-bit downshift capability of Scaler #2. Upon thus achieving
scale equalization, the updated r-vector is obtained by forming the difference
r - C via the AAU. The global scale of the 17-bit updated r-vector is
then given by

LR" = LR (3-23)

When, on the other hand, LACP - LR<0, then acp is left alone while
the r-vector is downshifted from its virtual fully upshifted state within
the capability of Scaler #1. The command to Scaler #1 is, in fact, one
corresponding to an absolute shift of KRH + LACP - LR. Of course, as
mentioned before, the maximum negative differential shift that can be
accommodated is -(KRH - 7) = -(KR + 8), since KFO = 1. In this case, the
global scale of the updated 17-bit r-vector is simply

LR LACP (3-24)

The updated r in RAM may now be accessed at maximum upshift through
Scaler #1, placed on Bus A and latched into the X-port Df the CPU. Accessed
again, it is latched into the Y-port. Letting

KFH = the hardware local scale on r as provided by Scaler #1,
limited to 8 bitf of upshift
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KRO = the effective 1-bit truncation of r from 17 to 16
bits, after scaling

KR = KRH - KRO

= the effective local scale of r referred to 16-bit
arithmetic

Then, the global scale of the maximally upshifted 15-bit r vector at the
X and Y ports of the CPU happens to be

LR = LR + KR (3-25)

Employing the conjugate-option on the Y-port, the CPU yields the 19-bit
real scalar 1r 112 at the input to Scaler #3. Locally scaling to full
significance and truncating by 3 bits yields the left-justified 16-bit
version of [trII 2 whose global scale is given by

LRR = LR + LR + KRR - KM (3-26)

the identical expression used in the initialization period involving the
first 11F computation.

Prior to storing the newest IJr!1 2 into the Scalar Storage RAM, the
previous I1 r11 2 value is accessed, presented to the Division Lookup Table
and its 16-bit left-justified reciprocal made available at one input of the
real multihlier. During this exact time, the newest 11r112 on its way to RAM
is also presented to the other input to the multiplier. The locally scaled
16-bit product represents a which is sent simultaneously to RAM and around
Bus B for further processing. Letting

LRR the global scale of the previous IrM 2

KD the 29-bit implied upshift at the Division Lookup
Table

then, the global scale of the reciprocal of the previous I1r12 is given by

LRRI = KD - LRR" (3-27)
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whience, in view of (3-25), the global scale of B becomes

LBET = LRR + LRRI t KBET - KMO

where KBET is the local scale at the real-multiplier output and KMO is the
optional 15-bit truncation prior to scaling.

With 6 at hand, the computation of 6p follows easily. Prior to
com ,letirii the computation of B, p is accessed from RAM with maximum upshift
as provided by Scaler #1, placed on Bus A and latched into the X-port of the
C!PU. Letting

= the hardware local scale on p as provided by Scaler #1,
limited to 8 bits of upshift

tj C' = the effective 1-bit truncation of r from 17 to 16 bits,

after scaling

KP = KPH - KPO

= the effective local scale of P referred to 16-bit
arithmetic

then, the global scale of the maximally upshifted 16-bit p-vector at the
X-port of the CPU is given by

LP = LP' + KP (3-28)

where LP' is its global scale of p in FAM.

As soon as $ becomes available at the Scaler #4 output, it is
conveyed along Bus B, fanned out into a uniform real vector via the available
Bus-Connect network, placed on Bus A and latched into the Y-port of the CPU.
A partial dot product subsequently yields 8 which is presented to the input
of Scaler #2 with a global scale that is given by

LBP LBET + LP - KMO (3-29)
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where KMN thjt optional 15-bit truncation at the individual real
multiplicrs of the CPU.

The final step in the repeating portion of the BCR iteration
involver the updating of p. Keeping in mind that the updated p is given
Ir + 6L, scale-equalization of r and p must first be attained before
performing the required summation via the AAU. Letting

KRH = the hardware local scale on r as sensed by Scaler #1,
limited to 8 bits

KRO = the effective 1-bit truncation of r from 17 to 16 bits,
after scaling

KR z KRH - KRO

= the effective local scale of r referred to 16-bit
arithmetic

then, the global scale of a maximally upshifted virtual r is given by

LR = LR' + KR (3-30)

where L?< is the global scale of r in RAM.

When LBP - LR >0, r is accessed on Bus A at maximum upshift via
Scaler #1 and 8 is downshiwted by LBP - LR bits prior to entering the AAU.

The updated 17-bit E-vector which is subsequently entered into RAM has a
global scale given by

LP' = LR (3-31)

When LBP - LR< 0, Bp is left alone. In contrast, r is accessed
from RAM through Scaler #1 with a shift of KRH + LBP - LR, provided it is
within the variab'e lower bound of -(KRH + 7). In this case, the global
scale of the updated 17-bit a-vector sent to RAM is obviously

LP' LBP (3-32)
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3.2.3 Stopping Criteria

According to the CG algorithm as given in Section 2.1, the process
may be terminated either when the iteration number is equal to the dimension-
ality of the system Cw + b = 0, or when JrJI 2 has become smaller than a
preassigned small posTtive real number E.

Since ro = b, a logical choice for E is 2-flJ b12. More
specifically, the BCR process can be terminated prior to or during its last
iteration if

J1r11 < 2-' I1 1b 12 (3-33)

which is consistent with the fact that the 16-bit arithmetic employed cannot
possibly provide a resolution more reliable than one part in 21 . For the
sake of simplicity, the practical mechanization of (3-33) need not involve
the actual numerical quantities 1r 112 and JII1b 2 but, rather, an essentially
equivalent statement in terms of their respective global scales. Letting
LRRO represent the global scale of 1111 2 , or lr 0112, then, an easily
implementable version of stopping condition (3-33) is

LRR - LRRO> 15 (3-34)

Of course, this would require that LRRO, the initially computed global scale
of Ir 112, be stored and made available for comparison with subsequent global
scales of IJrjj in accordance to (3-34).

Although the above two mentioned stopping conditions are necessary
and sufficient in theory, in the context of a finite-bit machine they do
not suffice. As an example, consider the operation of the Division Lookup
Table. If Scaler #3 cannot left-justify (p,Cp) or JIr11 2 prior to addressing
the table, a system-interrupt must be induced, terminating the BCR process.
Assuming that there exist no system malfunctions, this situation is indicative
of the fact that Scaler #3 has exhausted all 15 upshifts without succeeding
to left-justify the quantity in question. This, in turn, implies that the
quantity involved is sufficiently small, indicating BCR convergence. The
weighting vector w in RAM may then be taken as the best estimate of the desired
solution, within The numerical capability of the machine. It should be
mentioned that when 11rJ1 2 is so small that it cannot be left-justified by
Scaler #3, then the system Cw + b = 0 is satisfied within the accuracy of the
16-bit arithmetic employed. Noting that (p,Cp) is essentially an eigenvalue
of C, when (p,Cp) cannot itself be left-justified by Scaler #3, then we have
clearly exhausted the rank of C and the process mus;t stop.

Another pertinent stopping condition is related to the nature of
the updating process. Recall that, in connection with updating w, E, P,
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Scaler #1 is limited to 8 bits of downshift. As such, if the incremental
change on any one of these quantities is greater than 28 of that in RAM,
then, scale-equalization cannot be effected and updating cannot take place
any more accurately than 1 part in 28.

This scaling limitation may or may not prove to be detrimental
to the operation of the BaR process. It might be argued that an error of
1 part in 28 may be tolerated considering the the signal samples that were
used to form the 16-bit covariance matrix were themselves 8-bit samples.
On the other hand, subsequent iterations may, in fact, magnify this error
so much so as to give rise to numerical instability manifested, possibly,
in the form of a limit-cycle. However, for theoretical reasons, it is
desirable to terminate the process when scale equalization may not be
accommodated. Very briefly, the phenomenon described above is indicative
of the fact that the rank of the matrix has been exhausted at the iteration
where it occurred and convergence has consequently been achieved. Of
course, the first update of w from its initial value of 0 is excepted
from this argument.

With the last two stopping conditions mechanized in the BCR
implementation, the system is essentially overflow-protected. The set of
four stopping conditions discussed constitute the stopping criteria that
render the system numerically fail-safe.

3.2.4 Construction of the Combined Signal

At the termination of execution in the CG algorithm stage of the

BCR process, the weight vector w is accessible locally-scaled by Scaler #1
at a 16-bit or some lower desired resolution, say NBW. In Figure 2-2, the
indicated weight vector resolution to the signal combiner is 12 bits.
Keeping in mind the implied scale discrepancy on w of KWF at the (C,b)-
stage of the BCR process, its global scale at the combiner is given by

LW = LW + KWF + NBW - NBP

where,

LW = the global scale of w at the termination of the CG
algorithm

KWF the prescale discrepancy in the value of w

tNote that 7 bits of downshift are available through hardware; an

additional I hit is due to bit-alignment in the case of r, p and w.
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NBW = the desired bit-resolution of w at the signal
combiner. In the present case this value is 12.

NBP = the processor word length, which is 16 in the present
case

As a consequence, the combined signal becomes

2- LWs T
c - - 0

T
which involves post-scaling the weighted sum of auxiliary signals, s w,
by mechanizing a downshift of LW' bits.

2.2.5 Summary Table

Global Scaling and associated control have been discussed to some
detail in this section. For clarity and convenience, the entire set of
global scaling equations including initial and terminal conditions have
been summarized in the form of Table 3-1. Shown there is a set of numerical
specifications indciating auxiliary and main signal word lengths, a 16-bit
processor word length, 16 x 16-bit multiplications with optional 16 and
15-bit truncation, implicit local scaling of the 16-bit Division Lookup
Table and effective truncations due to bit-alignments in bussing junctures.

The table i- subdivided into three columns, entitled "Operation",
"0Jioba! cr Local >cale Values and Equations" and "Remarks". Included are
pertinent descriptions of the three BCR processor stages. Following the
brief descript:on o: th C, b stage is the CC-stage. This second BCR stage
is subdivided into two major portions, the "Initialization" followed by
the "Iterative" portion. Included under "Operation", are initial conditions,
equations, quantities to be computud and scaled. Listed under "Global or
Local Scale Values and Equations" are local and global scale value or
equations corresponding to quantities in the first column. Finally, under
"Remarks" are found brief explanations regarding the origin of the sc3le
information, indications of possible external commands and potential stopping
conditions imposed numerically or by the particular implementation. The
final ECR processor stage deals with related inf-rmation about the actual
signal combining, the stage where the combined signal is produced.
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4.0 COMPUTER EMULATION

A FORTRAN IV program has been written for the purpose of evaluating
the adaptive fixed-point implementation of the BCR process via a precise
emulation. To aid the explanation of the computer emulation program, BCRM,
a numerical example is included which illustrates the BCR arithmetic activity
in full detail. Finally, the fixed-point performance is compared with that
of a 32-bit single-precision floating-point, which consistitutes a reference.

4.1 BCR Emulation Program - BCRM

The BCRM program is of modular construction similar to that of
programs SIGGEN, BCRS and BCRP already described in Project Memorandum
8512-04. Being closely related to the floating-point simulation program,
BCRS, the present BCRM program uses output data generated by SIGGEN, in a
similar way. Essential aspects of BCRM are discussed below. The benchtest
example used in Project Memorandum 8512-04 provides a means of describing
BCRM in some detail. Results from other examples are included.

4.1.1 Input Data File - BCRM:D

The input data file, BCRM:D, for the BCR emulation program, BCRM,
is listed in Table 4-1. It consists of a header file, BCRM:DO, which bears
a resemblance to the header file, BCRS:DO, of BCRS:D. In fact, it differs
only in that it contains a number of emulation parameters that pertain to
the present program. The remaining portion of BCRM:D is the signal
generation output file, SIGCEN:O, with all optional output suppressed.

As described in Project Memorandum 8512-04 for the case of BCRS:D,
the BCRM:DO header of BCRM:D will require appropriate editing according to
the SIGGEN:O used.

4.1.2 BCRM Program Structure

Just as the previous programs described, BCRM has a linear structure
when considered on a major modular level. Physically, this implies that any
module can be replaced without affecting any other module, as long as the
interface is maintained. Prodedurally, this implies that each branch of a
program is executed before proceeding to the next in a top-down fashion,
without backtracking and recursion. Such a structure is shown by the tree
diagram of Figure 4-1.

In the tree diagram, the named blocks correspond to subprograms or
modules by the same name, and the lines connecting them show their relation-
ship. These lines also show the order of execution of the program, but not
in the sense of a flow diagram, since no arrows are assigned to show the
direction of flow. Starting at the top, the main (sub) program is seen to
reference the executive subprogram, BCRMSET. It, in turn, uses the general
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wt

subprogram, RW, to input data. Several calls are made to RW before all the
input is completed, and then control returns to BCRMMAIN via BCRMIET. This
completes one major branch of the structure.

The next major branch is accessed by calling the other executive
subprogram, BCRMEXEC, which actually directs the BCR emulation vla four
dedicated subprograms. The first subprogram, AGC, proviles the proper Fain
needed for sampling the main and auxiliary signals at desired bit levels with
maximum resolution. The second subprogram, CBEML, heads the branch which is
dedicated to computing and scaling the covariance matrix and forcing vector,
C and b, respectively. Local bit-shifting and truncations are provided here
to yield quantities C and b which are block-scaled to the resolution designated
for the BCR processor. The third branch headed by BCREML actually executes
the BCR emulation. The adaptive weight vector produced by BCREML is used in
the final branch headed by CSEML where the optimal combined signal is computed.
The evaluation of the power suppression achieved also takes place here.

After this last branch is complete, control again returns to BCRMMAIN,
and the execution terminates via a call to EXIT. Functional descriptions of
each module comprising BCRM is given in Table 4-2.

4.1.3 Source Modules

The BCRM source program consists of all the subprograms whose name-
are shown in the tree diagram of Figure 4-1. A complete list of these sub-
programs appears in Table 4-3 in the same order in which they are called.
Each subprogram has a name which is identical to the subroutines or function
name for which it stands. A short functional description of the program-
module, dates of origin and revision, and the author's names precede the
definition of the interface. It starts with input and outDut data identi-
fication, is followed by name and description of entry points and ends with
the list of down-stream references to subroutines, functions and entries.

All the executive subprograms share data through a set of common
statements. The major dedicated subprograms are conveniently accessed
through a minimum set of common statements. In contrast to this, the minor
dedicated subprograms and the general subprograms are accessed through a
minimum set of arguments of a call statement. The purpose in each case was
to enhance clarity, efficiency, and versatility.

4.1.4 Binary Modules

The individual source modules comprising BCRM are usually compiled
separately as a matter of convenience. For every source module a corresponding

tNote that the module RW used here is much more general than that used in

Project Memorandum 8512-04 for programs SIGGEN, BCRS and BCRP. In fact, it
accommodates calls previously made to RWIRC and does much more as should be
evident upon a close examination. What is important is the fact that calls
made to previous RW may also be made validly to its present version.

VI-45
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Snarv module ha 5 been created bv compilation. A general form of a Job
Lan T Y I r'ram for' doing this is shown in Table 4-4.

able -. JCL Program, JCL:B

I - 1e000 IJOB 1269,DANIEL(8512)7,TBLDG9O
2 - 2,000 ILIMI1 (TIMEl)1(UOotO),(COb16),(ACCOUNT)
3 - 3.000 ISET MISI/NAMEStINISAVE
4 - 4.000 ISET MSBO/NAMEIB;OUTISAVE
5 - 5.000 IFORTRAN LS9NS.BC9SIBO

tnt an; source file, FILE:S, may be converted to its binary version,

ThE: if, -v the name-substitution batch command:

!BATCH JCL:B 'NAME' = FILE

4.!.5 Executable Load Module

The next step toward program execution is the creation of an

executable load module. This involves the linking of all binary modules

which 1s yether contain all the subroutines and functions referenced in the

comlete -ropram suggested by the tree diagram of Figure 4-1. For the present
case, this can be accomplished through the execution of a JCL program such as
JCLRM:EL, as shown in Table 4-5. It can be seen there that all the binary

Table 4-5, JCL Program, JCLBCRM;BL

1 - 1.000 IJOB 1269,DANIEL(8512),7,RLOG9O
2 - 2.000 !LIMIT (TIME,1)l(UO,2),(CO,16),(ACCOUNT)
3- 3.000 ooo.JCLBCRM4BLoooo,00000000.00,,,,,,00
4 - 40000 tPCL
5 - 50000 C BCRMMAINIB OVER BCRMIB
6 - 6.000 C BCRMSETIB
7 - 7000 C RWIB
B - 80000 C FORMAT:B
9 - 90000 C RCRMEXECIB

10 100000 C AGC:8
11 - 110000 C SCATDIB

12 12.000 C CBEML:8
13 - 13.000 C SCALEIR
14 - 140000 C BIGSGN:B

15 150000 C BCREMLIB
16 - 16s000 C ADOTB:B
17 - 170000 C ROUNDC1B
18 - 18.000 C ROUNDRIB
19 - 190000 C LIMIT:B
20 - 20.000 C UPDATE1B
21 - 21.000 C CSEMLIB
22 - 22.000 ILYNX BCRMSB OVER BCRMZL
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modules of BCRM are in the process of concatenation into one composite
binary module, BCRM:B. After the computer system supplies all the system
references, the linking takes place, and the resulting module is place
into a file called BCRM:L. This file is the executable load module of
program BCRM.

The load module can be executed with a "RUN" command. An example
of this is the JCL program, JCL:X in Table 4-7. It assigns an input file
(suffix:D), and an output file (suffix:O) to the executable load module
(suffix:L) for the duration of the job. When JCL:X is batched, "BCRM' is
substituted for "NAME". Thus BCRM:L will read input data from BCRM:D,
and write output data into BCRM:O.

The load module BCRM:L may now be executed via a JCL program, JCL:X,
given in Table 4-6.

Table 4-6. JCL Program, JCL:X

1 1000 IJO8 1269,DANIEL(8SI2)?,TLDG90
2 29000 ILIMIT (Tlt4EiU,(itOSO,(CO,?4)t(ACCOUNT)
3 - 3.000 ISEY FS105/NAMEID
4 - 4.000 |SET F9108/NAMEtO
S - 5e000 IRON (LMNoNANEIL)

4.1.6 Output Data File - BCRM:O

The output data file, BCRM:O, produced by the BCR emulation program
is listed under Table 4-7 that follows. It consists of two major parts. The
first part is a reprint of the input data file, BCRM:D. This is a desirable
convenience to the user and, of course, helps to completely identify the
particular case executed.

The second part of BCRM:O is the actual emulation results obtained
from the execution of BCRM:L. It gives a listing of all sampled port signals
and quantities C and b according to available print options. Then, starting
with a number of operational specifications including C and b data, an
exhaustive numerical description of the adaptive fixed-point-arithmetic of
the BCR process follows.

Included, as shown is the initialization part consisting of loading
initial values for w, r and p into the Vector Storage RAM, setting a global
scale reference for;r and p and computing 1 r112 with its global scale.
Following subsequently, is the complete arithmetic activity of the iterative
portions of the BCR process. The left-hand-side of the output is reserved
for variable names and pertinent local and global scale equations. The right-
hand-side includes the corresponding computed values as would be produced
by a 16-bit BCR processor implementation.
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4.2 BCR Processor Performance

The BCRM program described above is useful in evaluating the adaptive
nulling performance of a practical BCR processor implementation employing
16-bit adaptive fixed-point arithmetic. As already mentioned, Table 4-7
includes the detailed arithmetic activity of the BCR processor for the case
of the benchtest example. The BCR processor performance for this case and
two other examples is compared to that of the 32-bit floating-point simulation
performed via BCRS in Project Memorandum 8512-04.

4.2.1 Benchtest Example

The BCR processor performance for the benchtest example is summarized
in Table 4-8 where it is contrasted to the actual simulation results reported

Table 4.8. BCR Processor Performance
Benchtest Example (See Figure 2-2, PM 8512-04)

EMULATION SIMULATION
ITERATION

I11112 IL1.I2/ILbII2 (db) iIE1II2/IbII 2  (db)

0 17,888 x 217 0.00 0.00

1 26,602 x 211 -16.34 -16.34

2 29,888 x 2- 7  -70.01 -69.65

P (w)/P (d) -25.03 -25.24
C I

in Project Memorandum 8512-04. To be noted under the emulation results is a
column containing the actual 16-bit fixed-point values of hr 112 at initiali-
zation and the two iterations that follow. These values may be read directly
from Table 4-7. Since the initial weight-vector estimate, w , is taken to be
2, II.II2, is identical to the initial value of hIE1I2, 17,888 x 217. This fact
was used to construct the second column showing the relative gradient metric
11rE1 2/1b 11 2. When contrasted with the available simulation results, the
agreement is impressive. What is more important is the actual combined power
level achieved by the processor. Compared to that of a 32-bit floating-point
simulation, it is degraded only by 0.21 dB. This relatively small adaptive
mulling degradation was, in part, due to the adaptive fixed-point arithmetic
employed by the BCR processor. Of course, part of the degradation is due to
the reduced numerical resolution in the sampled signals.
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It should be noted in Table 4-7 that the BCR processor terminated
processing during the second iteration. In fact, a build-in system interrupt
associated ,Ith the gradient convergence condition, lrfll 2 /flbif < 2- 15, came
into.effect. Since w = 0 this meant that, at the second iteration, the
global bit-shift, LRR, of -Ir2)12 exceeded that of the initial global bit-shift,
LRO, of i"0 11 or TibI 2 by more than 15. In fact, LRR-LRRO took a value of 24.

Of interest here is the floating-point equivalent of the 12-bit
version of the processor-estimated weight-vector and its comparison to the
weight-vector estimated via floating-point estimation. This comparison is
given in Table 4-9.

Table 4-9. Comparison of Simulation/Emulation Weight Vector Estimates
Benchtect Example (See Figure 2-2, PM 8512-04)

WEIGHT- 5 e -we
VECTOR w w w = w we

COMFONENTS

1 -0.37375 - jO.28405 -0.38623 - jO.29292 0.01248 + jO.00867

2 -0.28686 + jo.37356 -0.29565 + j0.38745 0.00879 - jO.01389

3 -0.37553 + jO.28835 -0.38671 + jO.29810 0.01118 - j0.00975

4 0.28409 + jO.37616 0.29345 + jO.38842 -0.00936 - j0.01226

Ss Weight Vector Estimate Via Simulation

w e Weight Vector Estimate Via Emulation (12-bit Equivalent)

At first glance, it is surprising to notice the rather large deviation
between the components of the two weight-vector estimates. However, even with
the nearly 3% magnitude deviation, the adaptive performance of the BCR processor
has not suffered.. A probable reason why such a deviation would not give rise
to a comp~ensurate degradation in performance is that the covariance C is not
full-rank. As such, a weight-vector deviation from ws would not necessarily
imply poor nulling.

4.2.2 Blinking Source Example

The next example chosen 'for emulation was the blinking source example
discussed in Project Memorandum 8512-04. Its scenario and system description
is given there in Figure 3-1. Its simulated BCR convergence characteristics
may be found in Figure 3-1 of the same memorandum.
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Figure 4-1 contrasts the emulated BCR convergence characteristics
with those predicted via simulation. To be noted, immediately, is the

degraded behavior of the relative gradient metric, IIrII2/Hjblj2 in the case
of the emulation. However, with a gradient convergence threshold of

IIll2/llb112 < 2 the BCR processor will terminate processing at the second
iteration. At that point the relative combined power level of -25.2 dB almost
matches the corresponding simulation value. Motivated by this fact, the BCR

0 , 1 1;

i % kk ~~k' LIjNT ,'ONVI j. h I .uO I

I - 20

I ______

-2 IM; ATIO

0 2 4

I TIkAT ION'

I'igure 4-i. Simulation/Emulation Comparisori
bCR tonvergence Characteristics

Blhin ing Oource Lxamle
(See Figure 3-1. PM 8512-04)

processor threshold was lowered to the simulation threshold of -60 dB. As
shown, the BCR processor cross it in the 5th iteration, one more iteration
than indicated in the simulation case. The combined power level achieved by
the BCR processor in the 5th iteration is -27.50 dB compared to -27.79 dB
in the 4th iteration of the simulation.

The present example serves to illustrate the behavior of BCR
convergence with reduced numerical accuracy. The nontonic behavior of the
gradient metric with the 34-bit floating-point arithmetic is not maintained
with the 16-bit adaptive fixed-point BCR processor implementation. This is
due to two fundamental reasons. First, in the emulation, the word lengths

Vt-ll



in the main and auxiliary signal samples are 10 and 8 respectively, certainly
less accurate iar, the floating-point versions with five significant digitr,
used in simulation. Second, the CG-based weight-estimation process would
certainly give rise to a larger roundoff error with 16-bit arithmetic than
with 32-bit floating point. Of course, a better comparison between emulation
and simulation would be possible if the first of these possible causes of
inaccuracy were to be eliminated. That is, if the simulation were to take
the 16-bit C and b quantities and exercise the CG process with a 32-bit
floating-point arTthmetic, the only discrepancy in convergence character-
istics of the BCR emulation would be truly confined to the CG-stage.

A final comment is in order with respect to this example. Based
on the results, it is clear that the gradient convergence criterion,

IIrl2/ IbUj2 < 2-20 was used. If the latter stopping condition were used,
along with a maximum iteration count of 5, the indicated nulling level
would be achieved. If only 4 iterations were allowed, the number of
adaptive weight-vector components, then the nulling level would be somewhere
between -25.21, at the second iteration, and -27.40 in the 5th. It would
appear then that the stopping criterion for the BCR processor must be
dictated first by the maximum number of iterations and then by the gradient
convergence threshold.
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4.2.3 Widc-and Example

Thc next example considered was the wideband source example whose
scenario and system description may be found in Figure 3-10 of PM 8512-04.
The BCR processor convergence characteristics for this example are contrasted
to the simulation results in Figure 4-2.

As for the previous, Figure 4-2 includes the complete relative
gradient profile for the six iterations needed to cross the lowest threshold
of -b AR, where Lr112/11bl12 < 2-20. The combined power nulling level
achieved is -36.67 dB, a degradation of less than 3.00 dB with respect to
the simulation performance after five iterations.

Using the higher threshold, the BCR processor converged in five
iterations. The achieved nulling level was about 3.50 dB worse than the
simulation level. Significantly, the BCR processor nulling improved only

by 0.5 dB between the fifth and sixth iterations.
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5.0 CONCLUSIONS AND RECOMMENDATIONS

The implementation of a BCR adaptive processor has been presented
in considerable detail and its performance has been evaluated. More
specifically, a 4-port BCR adaptive processor block diagram has been
described qualitatively and quantitatively. An exact representation of
its 16-bit adaptive fixed-pbint arithmetic was incorporated into a
computer emulation program in order to evaluate the numerical effectiveness
of the mechanization. Three examples have been included to demonstrate the
floating-point simulation. In each case, the BCR processor provided
excellent numerical accuracy and, more importantly, achieved a nulling
performance that compared well with that predicted via simulation.

Although a 4-port BCR processor was described, the reader can
easily extend the design to a higher-dimensionality system. From the
practical point of view, however, it may be undesirable to extend this
design byond a certain dimensionality. For example, bus-widths that may
be required will quickly become unwieldy. Optical fiber bussing may be
incorporated to multiplex the parallel vector signals one component at a
time, thus alleviating this problem.

A more desirable alternate design approach would be a serialized
implementation which would be suitable for any desired dimensionality,
within some practical limits. Accordingly, the CPU could be replaced
with a single complex multiplier/accumulator design and all busses will
be limited to a single complex word-width. This approach will allow
flexibility of design and also take advantage of the emerging VHSIC
technology.
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